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ABSTRACT

In the framework of speech enhancement we propose
a new approach for signal recovering in colored noise
based on adaptive Kalman filter. The approaches pro-
posed in the past, in this context, operate in two steps:
they first estimate the noises variances and the param-
eters of the signal and noise models and secondly es-
timate the speech signal. In this paper we propose a
new parameters estimation method based on the EM
(Expectation-Maximisation) algorithm.

1 INTRODUCTION

The problem we are dealing with is to restore a speech
signal corrupted by a noise when only one noisy observa-
tion 1s available. Many approaches based on the Kalman
filter [1-5] for speech enhancement have been reported
in the literature.

In [1][2][3] and [5] the noise under a simplified assump-
tion is considered as an white Gaussian process. But in
[4] the noise is considered colored and modelled as an
AR process.

In [1] a time-adaptive algorithm is used to adaptively
estimate the speech model parameters and the noise
variance. The estimation method of the speech model
parameters used in [4] is a suboptimal solution of the
maximum likelihood argument.

In this paper we propose a new approach in the
case of a speech signal corrupted by an additive col-
ored noise. Signal and noise are modelled as AR pro-
cesses. The coefficients of the AR processes and the AR
driving processes variances are estimated based on M
(Expectation-Maximisation) algorithm. We extend for
the colored noise the method proposed by Deriche [6] to
estimate the AR parameters of the signal corrupted by
white noise.

This paper is organised as follows. We present in sec-
tion 2 the speech enhancement approach based on the
Kalman filter algorithm. The section 3 is concerned
with the presentation of the estimation parameter tech-
niques. In section 4 we provide experimental results and
evaluate the performance of the proposed approach.

2 SPEECH ENHANCEMENT BASED ON
THE KALMAN FILTERING

Let us consider an observed signal z(n) = s(n) + b(n)
where the speech signal s(n) and the noise 6(n) are mod-
elled respectively as a p and ¢ order AR processes gener-
ated respectively by u(n) and b(n), uncorrelated Gaus-
sian zero mean white noises with variances o2 and o2.

This system can be represented by the following state-
space model[4]:

x(n+1)=dx(n)+Tw(n+1) (1)

z(n) = s(n) + b(n) = Hx(n) (2)
where

x(n)=[s(n—p+1), - s(n),b(n—g+1), -

1s the state-vector and
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1s the state-transition matrix. It is an extended ma-

trix containing two submatrices ®; and @ related to the
model’s parameter of the signal and the noise as follow:
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I' and H are the input and the output matrices defined
by :

0 10 0
=10 00 1 ®)
H=[0 0 100 1] (9)

The standard Kalman filter provides the following up-
dating state-vector estimation [7]:

X(n+1/n) = ®x(n/n —1) + PK(n)e(n)
(10)

e(n) = z(n) — Hx(n/n — 1) (11)

where e(n) is the innovation sequence and K(n) the
Kalman gain.

® and K(n) are unknown and hence will be respec-
tively estimated by ® and IA{(n)

Then, the updating state vector estimation becomes:

X(n—+1/n) = ®x(n/n — 1) + PK(n)e(n)
(12)

The estimated speech signal is a p component of the
state-space vector :

x(n/n) = ®x(n/n — 1) (13)

In the Kalman filter literature the case where z(n) =
H(n)x(n) is called "noise free observation”[7]. In this
case the application of the standard Kalman falls into
a singular problem. Among the solutions proposed to
overcome such a singularity we retain the coordinate
transformation suggested in Maybeck [8].

3 PARAMETER ESTIMATION

Let use denote by sy (n), by(n) and zy (n) the Nx1 vec-
tors made of the samples of s(n), b(n) and z(n). We will
consider that s(n) and b(n) are statisticaly independent.

The ”Expectation” step at iteration m consists of
computing the following functions:

Qs = E[log{p(sn(n);ai,ol)}
/zN(n),aZ(»m) Uz(m)’c‘gm) Uz(m)] (14)
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Qv = Ellog{pby(n);c;, o))}
/ZN(n), Clz('m)a O-Z(m)a C‘gm)a Ug(m)] (15)

Next Qs and Qs
are maximized with respect to a;, 0y, ¢;, 0y to yield a
Z(m+1) , O'Z(m+1), c;m+1), 05(’”“). This 1s
the ”Maximization” step.

The density functions of sy(n) and by(n) are given

by :

new estimate a

p(sw(n); s, 02) = (2m)~N/2 | Ry (a1, 0) |/

1
o { =R @ oD} (19
L2y —N/2 o9y —1/2
p (bN(n),cZ,UU) = (2m) |Rb(cl,av)|
1 _
o { = SPROIRT (enotiby ()} 1)
The conditional means and co-

variances of sy(n)/zy(n) and by(n)/zy(n) are given
by :

ﬂs/z(aia 0_12“ Cj, 0-12/) = Rs(aia O-Z)

{Ry(a;,0%) + Ry(cj,02)} an(n)  (18)

piny2(ai, o0, cj,00) = Re(cj, o0)

{Ry(a;,0%) + Ry(cj,02)} an(n)  (19)

Rs/z(aia 0_12“ Cj, 0-2) = Rs(aia O-Z) +

v

{Ry(ai,02) + Ry(cj,02) ) Ra(as,02)  (20)

Ry/.(ai, 00, c5,00) = Ry(cj,00) +
(Ry(a;,02) + Ry, 02) ) Rolej,02)  (21)

Using (16) - (21) we can rewrite @5 and Qp by ne-
glecting the constants:

1
Qs = —§log |Rs(ai,0'3)|

1
—§Trace {R;l(ai,UZ)GT} (22)

1
Qv = —5log|R(cj, o)

1
—5Trace {R; (ci,02)GP} (23)



4 SIMULATIONS AND RESULTS

The method has been exercised to natural speech signal
corrupted by a noise captured in a car (database of the
Matra Company). The order p of the AR process of
speech signal has been fixed to 10.

An example of speech enhancement results, using this
algorithm, is reported in the Table 2. A SNR improve-
ment from 1.45dB to 8.01dB has been obtained when
p = 10 and ¢ = 10 (case 1) for an input SNR varying
from -10 to 10dB. If we consider the car noise as an white
process (case 2) the SNR improvement decreases from
0.83 to 2.14dB (depending on SNR of the input) com-
paratively with the case where the noise is considered
colored.

Tnput SNR(dB) SNR improvement (dB)
case 1 case 2
-10 8.01 5.87
-5 5.89 4.08
0 4.06 3.19
5 2.60 1.53
10 1.53 0.63

Table 1: Output SNR improvement for different input
SNR

Figures 1, 2 and 3 represent respectively the noisy
speech, the enhanced speech signal and the original
speech signal with theirs spectrograms. For this exam-
ple, p = 10, ¢ = 10 and the SNR of the noisy speech
signal is 0dB.
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Figure 1: Noisy speech signal
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Figure 2: Enhanced speech signal
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Figure 3: Original speech signal
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