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ABSTRACT

A codec for wideband 12kHz speech and audio in a video
conferencing application is proposed in this paper. The
codec is based on warped linear predictive coding algo-
rithm which utilizes the auditory Bark frequency res-
olution. The structure of the codec is described and
the main issues on the real-time implementation are dis-
cussed. The codec is integrated to a video conferencing
product which is a video codec PC-board. The algo-
rithm is implemented in a Texas TMSC31 digital signal
processor.

1 Introduction

In video conferencing applications the transmission of
high quality speech and audio is a very important task.
In such a system the main part of the transmission band-
width is used for coded video data, increasing video data
bit-rate provides higher quality picture. The aim of au-
dio coding in a video conferencing systems is to pro-
vide good quality audio at as low bit-rate as possible, so
that more transmission capacity is left for video data.
Nowadays the video conferencing standard H.320 [1] in-
cludes three standards for audio coding: two voiceband
codecs (300Hz-3.5 kHz) [2], [3], and a wide band speech
codec (0-7kHz) [4]. Voiceband codec provides transmis-
sion of understandable speech. Higher quality of speech
and audio is achieved using the 7kHz audio algorithms.
However, there is still need to enhance sound quality and
increase audio bandwidth. In this paper a computation-
ally e�cient and low complexity wide band audio coding
algorithm is applied to a video conferencing system.
The linear prediction has been traditional method in

speech coding, since it is an e�ective source model of
speech organ. In high quality speech or audio coding it is
also important to consider to the properties of the hear-
ing not only the speech organ. The uniform frequency
resolution of linear prediction di�ers greatly from the
nonuniform frequency resolution of the hearing. The
algorithm applied in this work utilizes warped linear
prediction (WLP), where frequency resolution approx-
imates auditory frequency resolution (Bark scale) [5].
WLP was �rst introduced in speech coding application
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Figure 1: a) Inverse �lter (WFIR) of WLP-codec. b)

Synthesis �lter (WIIR) of WLP-codec.

by Strube [6]. Since then WLP has been applied in the
coding of speech and wideband audio in [5, 7, 8, 9]. The
WLP-codec presented in this article is based on the ba-
sic and simple version of WLP, introduced by Härmä
[7].

2 Warped Linear Prediction (WLP)

Here the derivation of WLP is started from an ordinary
LP. In an M:th order linear predictor the current sam-
ple is predicted as linear combination from M previous
samples. The predictor given as

x̂(n) =

MX

j=1

�jx(n� j) (1)

forms a FIR �lter. The predictor coe�cients i.e. �-
coe�cients can be estimated from a signal x(n) using
the autocorrelation method [10].
In warped linear prediction an estimate for a sample is

not produced from the previous values as in the case of



conventional LP, but the samples of a frequency warped
signal. The warped predictor is derived replacing the
unit delays in the predictor of conventional LP with all-
pass elements which acts as frequency dependent unit
delays. Transfer function of a warped predictor is

H(z) =

MX

n=0

�nD1(z)
n

(2)

where D1(z) is an allpass element. Transfer function of
D1(z) is given by

D1(z) =
z�1 � �

1� �z�1
(3)

Figure 1a shows WFIR type inverse �lter, where part
that outputs x̂ is the warped predictor. �-coe�cients for
a warped predictor are estimated using the warped au-
tocorrelation function instead of autocorrelation of con-
ventional LP.
However the implementation of recursive warped �l-

ter structures such as WIIR-�lters is more problematic
than just replacing the unit delays with allpass elements.
In such structures direct replacement leads to delayless
loops which are not straigthforward to implement. In
the current WLP-codec the recursive structure is needed
in the synthesis �lter of the decoder. There exist sev-
eral solutions for the realization of WIIR-structures. In
this case it is modi�ed so that the delayless loops are
avoided [11]. The synthesis �lter containig the modi�ed
structure is shown in �gure 1b. With this structure the
�-coe�cients of WFIR �lter are not valid and they has
to be mapped to �-coe�cients of the modi�ed structure.
The mapping function is descriped in [12]. The recursive
structures can also be implemented without using any
modi�cations in the �lter structure. Härmä [13] showed
a general solution for the implementation of delayless
loops.

3 Structure of WLP-codec

The structure of WLP-codec is presented in �gure 2.
The structure of the encoder is a prediction error coder
[14], where the quantization process is fed with the pre-
diction error signal x̂. The encoder can be separated
functionally in three separate tasks: 1) pre-emphasis �l-
tering, 2) warped coe�cient estimation and coe�cient
quantization, 3) inverse �ltering and residual, i. e., pre-
diction error signal quantization.
Before the coe�cient estimation the input signal is

�ltered with a pre-emphasis �lter. Usually an audio or
speech signal has more energy in the lower frequencies
than in the higher frequencies. The WLP- or LP estima-
tion process models more e�ectively the input spectrum,
where the energy is distributed more uniformly over the
whole frequency range. The tilt of the spectrum is usu-
ally corrected with pre-emphasise �ltering of the input.
Pre-emphasis �lter is a �rst order high pass �lter which

Pre-emphasis
filter

Coefficient
estimation and
quantization 

Predictor

+

-

+
Quantizer

Quantized
LAR-
coefficients

Quantized
α-coeff.

Quantized
residual

Input

Inverse filter

a)

Post correction
filter

LAR-coefficients

to σ− coeff. 
mapping 

Predictor

+
+

+
Output

σ-coefficients

Synthesis filter

b)

Figure 2: Block diagram of WLP-codec. a) Encoder b)

Decoder

should approximate the inverse of the spectral tilt of the
input signal.

The warped autocorrelation coe�cients are estimated
with the warped autocorrelation function. Before co-
e�cient estimation process a signal is windowed with
rectangular overlapping window, since it provides bet-
ter inverse �lter responses especially on low frequen-
cies. From the set of warped autocorrelation coe�-
cients, re�ection or �- coe�cients can be solved using
Levinson-Durbin recursion. In this case re�ection coef-
�cients are mapped to log area ratios (LAR) which are
then quantized for transmission. LAR-representation
for the �lter coe�cients is conventionally used in speech
codecs, since they are more suitable for quantization
than the �-coe�cients [10]. Quantized LAR-coe�cients
are mapped to �-coe�cients for the inverse �lter, be-
cause the same set of quantized coe�cient has to be
both transmitted to decoder and used in the inverse �l-
ter.

The output of the inverse �lter is prediction error i.e.
residual signal, which is a di�erence between signal value
and the predictor value. The residual is quantized us-
ing simple 2-bit backward adaptive one memory word
quantizer [15].
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Figure 4: a) The structure of WLP-transmission frame.

b) The division of computational time between di�erent

parts of coding algorithm.

For the synthesis �lter the LAR-coe�cients are
mapped to WIIR �-coe�cients instead of �-coe�cients
of inverse �lter. The output singal of synthesis �lter in-
volves still the spectral shape of pre-emphasis �lter. The
original shape is returned with a post correction �lter
which is an inverse of pre-emphasis.

4 The real-time implementation

WLP-codec is implemented to a video codec PC-board
of Vistacom Inc. [16]. It is a part of video conferencing
system, where communication frame packing, real-time
coding video and audio is performed. A simpli�ed block
diagram of the board is shown in �gure 3. Video codec
board is designed for the implementation of the video
conferencing standard H.320 [1]. H.320 de�nes neces-
sary standardization for the compatibility between video
conferencing products of di�erent manufacturers. The
H.320 includes standardization in such areas as video
coding, audio coding and channel coding. The audio
coding standards and the WLP-codec are implemented
in a TMS320C31 �oating point digital signal processor.

Standard/algorithm Transmission bw. Audio bw.

G.711A,G.711� 48-64 kbits/s 3.4 kHz
G.728 16 kbits/s 3.4 kHz
G.722 48-56 kbits/s 7 kHz
WLP 56 kbits/s 12 kHz

Table 1: Transmission and audio bandwidths of audio

coding algorithms and WLP-codec

The performance of 60 MHz 'C31 is 60 MFLOPS and
30 MIPS. Sample rate with the current version of the
WLP-codec is 24kHz i.e. the audio bandwidth is 12kHz.
The aim of design of WLP-codec was to increase audio
bandwidth from 7.5kHz of G.722 upto 11-12 kHz with
the same 56kbit/s transmission band as G.722 codec.
Table 1 shows a comparation of transmission and audio
bandwidths of standard codecs and WLP-codec.

The high performance requirement of the WLP-codec
with the such high sample rate as 24kHz led to compro-
mises between transmission bandwidth and the compu-
tational load of the codec. E�ective vector quantization
techniques seemed to be impossible to use in this appli-
cation. Jayant's adaptive one memory word quantizer
seemed to provide computationally low cost solution for
the residual and the coe�cient quantization [15]. Figure
4 shows the structure of the whole transmission frame.
It starts with the frame identi�cation data. The next
part is 20 LAR coe�cients where 7bits are used for each.
The largest part of the frame consist of 2bit/sample
quantized residual signal. The length of audio frame in
time is 20 ms. With 24 kHz sample rate the transmis-
sion band of residual becomes 2bits/sample*24kHz = 48
kbits/s, where the whole bandwidth is 56 kbits/s. The
remaining 8kbits/s is left for coe�cients and additional
information.

Typically in audio and speech coding schemes the
computational complexity of encoder is much higher
compared to decoder. With the current WLP-codec the
di�erence between them is not so dramatical as for ex-



ample in MPEG 1 layer III codec, where encoder con-
sumes signi�cantly more processing time than the de-
coder. Figure 4 shows the approximative division of
computation time between di�erent parts of the WLP-
algorithm. The division between encoder and decoder
is 62% and 38%, where the most time consuming parts
seem to be inverse �lter with residual encoding and the
synthesis �lter with decoding of residual (both 34%).
Close to them is coe�cient estimation and quantization
with 28%.
The H.320 standard does not specify the network con-

nection. Usual connection types are the ISDN, and sev-
eral local area network con�gurations. With such con-
nections probability of bit errors in transmission may be
assumed low. However transmission errors such as bit
errors or missing parts of encoded data has to be pre-
pared somehow. This fact sets limits for the adaptations
over frame borders. A typical solution is to design codec
so that each individual frame is independent from others
and there are no adaptations over frame borders. How-
ever in this case those adapations have importance in
coe�cient quantization. So the adaptations over frame
borders are limited over a �nite set of frames. This
partly adaptive technique enhances the behavior of co-
e�cient quantization comparing to entirely �xed value
quantizer.

5 Discussion

The performance limits within 'C31 environment led to
compromises between the complexity of algorithm and
transmission bandwidth. The most critical part of opti-
mization work were the implementation warped �lters
and warped autocorrelation function. The design of
LAR-coe�cient quantizers is rather simple, where 7bits
for each coe�cients are used. With modern vector quan-
tization methods it is possible to reach such low values as
2-3 bits/coe�cient. In this case however, the amount of
coe�cient data is still only a small part of whole trans-
mission frame. The line rate limit of 56kbits/s o�ered
enough space for 7bit coe�cients. More important point
was computationally low cost design.
Always an interesting question with LPC-based

speech codecs is the quality of non-speech audio. The
ability to provide acceptable quality with various audio
material and high quality speech led to a compromise
also in the this case. Important �tuning parameters�
having di�erences between speech and non-speech audio
seemed to be adaptation parameters of residual quan-
tizers. Optimal selection of quantizer parameters are
discussed in [15].
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