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ABSTRACT

The crucial task in a CELP speech codec consists of �nd-
ing the optimal excitation vector for the synthesis �lter.
This is usually done in an 'analysis-by-synthesis' struc-
ture by minimizing the mean-square error of the original
and the coded/decoded speech frame. It is a common
assumption that distance measures other than MSE and
adapted to the human auditory perception should re-
sult in better speech quality. Such measures could be
based on scienti�c results provided by psychoacoustics.
However, due to the computational load there is no pos-
sibility to implement complex psychoacoustical models
in real-time speech codecs and, for the time being, we
are restricted to the MSE. Nevertheless, it is interesting
to study the potential of psychoacoustic distance mea-
sures to improve speech codecs if complexity restrictions
are neglected. This paper shows how a psychoacoustics-
based distance measure can be integrated into a CELP
codec, and the unexpected results are presented.

1 INSTRUMENTAL SPEECH-QUALITY

ASSESSMENT

Speech-quality assessment deals with the determination
of the best speech encoder/decoder (codec) in a group
of candidate codecs. The time-consuming and expensive
subjective way of �nding out which codec sounds best
consists of asking some people to listen to the speech
codecs and to rate them. Usually a scale from 1 (poor
quality) to 5 (good quality) is used. The scores con-
cerning the di�erent codecs are collected and a mean-
opinion score (MOS) is calculated for each codec. Objec-
tive methods aim to replace these time-consuming and
expensive subjective tests by an instrumental measure,
i.e. a computer program.

Figure 1 shows the basic structure of an objective
speech-quality measure which is comparing loudness

patterns of the codec input signal x and the output sig-
nal y. These representations of the speech signals in
a 3-dimensional space (speci�c-loudness versus location
of the excitation on the basilar membrane versus time)
are more closely related to the human speech perception

than the corresponding time signals or their linear spec-
tral equivalents. Thus audible degradations should be
more clearly expressed in the speci�c-loudness domain
than in the time or frequency domain.
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Figure 1: Basic structure of an instrumental speech-
quality measure comparing loudness patterns

The basic idea of our speci�c measure was presented
byWang, Sekey and Gersho in [5]. However, our ex-
periments with this type of measure only showed high
correlations (� ' 0.95) between subjective and instru-
mental results after some major modi�cations concern-
ing the signal preprocessing, the algorithm for calculat-
ing the loudness patterns and - very important - the
distance measure for the comparison of the loudness
patterns. Nevertheless, the way of calculating loudness
patterns proposed in [5] is very e�cient which was the
reason for adopting it for our modi�ed CELP codec.

2 LOUDNESS DENSITIES

Psychoacoustic experiments show that smearing e�ects
take place in the cochlea while sound events are ana-
lyzed: Energy that is concentrated in the frequency do-
main (e.g. a pure tone) is exciting a whole section of au-
ditory nerves on the basilar membrane in the inner ear.
When using a sine or narrow-band noise, the location of
the excitation maximum is a non-linear function of fre-
quency or center frequency, respectively. This frequency
smearing of energy can be modeled by a �lter bank. The
excitation of a single auditory receptor is assumed to be
proportional to the output power of its corresponding



cochlea �lter. Since the frequency responses overlap, a
single sinusoid thus excites many receptors.
The frequency-to-location-transformation on the basi-

lar membrane can be described by [3]
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The variable z has the unit 'Bark' and is almost lin-
early related to the perceived pitch of a sinusoid. The
Bark scale can be regarded as a nonlinearly trans-
formed frequency axis. On this z-axis, all cochlea �lters
Hi(z) = H(z � zi) have approximately the same shape
and can be derived with su�cient accuracy by moving
a prototype �lter H(z) to the location zi of the i-th
auditory receptor.

Let Xf (f; t) denote the short-time Fourier-spectrum
of the input signal, and Yf;i(f; t) the spectrum of the
output signal of the i-th �lter Hi(z) in the cochlea-�lter
bank. If we substitute f by z, we have to demand
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for the power spectral densities (PSD). Xz(z; t) and
Yz;i(z; t) denote the corresponding power distributions
on the Bark-scale.
Therefore, we �nd for the power Ei(t) of yi(t), i.e. the

excitation of the i-th auditory receptor at time t:
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Thus we can estimate the excitation of a single auditory
receptor at a given time t by calculating an inner prod-
uct of the input short-time PSD and the corresponding
weighting functionWi(f) of the receptor. As an example
�gure 2 shows an appropriate set of weighting functions
for 20 auditory receptors. (In the implementation of the
psychoacoustically modi�ed CELP speech codec in the
next section 128 receptors are used.) Before sound waves
are analyzed by the nerve cells in the cochlea, they have
to pass the outer and middle ear. We can model this
transfer by a linear time-invariant �lter. Each weighting
function was pre-emphasized by the frequency response
of this �lter, therefore we �nd an 'envelope' in our set of
weighting functions which corresponds to the frequency
response from the outer ear to the inner ear.
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Figure 2: Estimation of the auditory-nerve excitation
with PSD weighting functions for a set of 20 auditory re-
ceptors equidistantly distributed on the bark scale (fmin

= 0 Hz, fmax = 6000 Hz)

The last step consists of applying a compression law
derived by Zwicker [3] for the transformation from exci-
tation Ei(t) to speci�c loudness N 0

i(t):
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E0 is the excitation corresponding to the intensity nor-
malization value I0 = 10�12

W=m
2, and ETQ;i describes

the frequency-dependent excitation at the threshold of
hearing.

3 MODIFIED CELP STRUCTURE

Most of the presently standardized speech codecs are of
CELP-type [8]. Figure 4 shows the CELP analysis-by-
synthesis structure which we used for our experiments.
The codec processes frames of 160 narrow-band speech
samples for which a 10-th order LPC-analysis [11] is
carried out resulting in the coe�cients for the synthesis
�lter. The frames are divided into four subframes with
40 samples each for which the search for the best ex-
citation signal of the synthesis �lter is performed. The
excitation signal consists of the weighted sum of three
shape-vectors: The �rst vector is called the 'adaptive'
excitation and is constructed from previous �lter inputs.
The other two vectors are taken from two 'stochastic'
codebooks containing noise sequences. The choice of the
three vectors is successively optimized (according to the
numbers at the dashed lines in �gure 4) in a way that a
given error criterion judging the di�erence between syn-
thesized and original speech vector becomes minimal.
The optimal gain-factors va, vs1, and vs2 minimizing the
MSE for each shape-codevector from the codebooks are
used to scale each of them while searching for the best
candidate (as usual in CELP). The optimal gain-factors
are also used for the reconstruction of the speech signal,
i.e. va, vs1, and vs2 are not quantized in order to sim-
plify the codec. The stochastic codebooks are untrained,



i.e. they consist of white noise sequences taken from a
random generator. Surely, the performance of the codec
could be improved by codebook-training [10]. Since the
possible quality-gain by use of a better distance measure
is to be investigated there is no need to spend much time
on codebook training which would possibly require new
algorithms because it depends on the distance measure.
In contrast to most present real-time implementations

of CELP codecs we replaced the MSE-distance measure
by a psychoacoustic measure with 128 receptors in the
selection of the best shape codevectors. The scaling
factors va, vs1, and vs2 are still calculated by analyt-
ically minimizing the MSE-criterion for each candidate
shape codevector since the psychoacoustic distance mea-
sure can not be minimized analytically. The candidate
speech signals are �rst transformed to the spectral do-
main via FFT and then converted to loudness densities
by using the algorithm described in section 2. We select
the codebook vectors which minimize the absolute error
of the loudness densities between original and synthe-
sized speech. Since the psychoacoustical distance mea-
sure requires the complete decoded signal (as received
by the human ear) as input signal, some commonly used
simpli�cations of the CELP-structure cannot be used.
For instance the subtraction of the zero-input response
of the synthesis �lter (resulting from non-zero states
from �ltering the best excitation-signal of the previous
frames) from the input speech to generate the target-
vector for the codebook-searches is performed, but the
zero-input response is \re-added" to the �ltered and
gain-scaled codevector to generate the tested candidate
for the decoded speech-signal.

4 RESULTS

Figure 3 shows spectrograms giving an impression of the
performance of our psychoacoustically modi�ed CELP-
codec. Unfortunately, we have to notice that the pitch
structure is highly reduced in the synthesized speech
which is also apparent when listening to the speech sam-
ples. We can explain this e�ect by the nature of the
loudness densities: Since they result from smeared spec-
tra, they do not carry much �ne structure. So the cor-
rect synthesis of the spectral �ne structure - i.e. pitch -
is of no importance in the optimization procedure aim-
ing to �nd the best excitation for the synthesis �lter.
This results in a \pitch-less" synthesized speech.

5 IMPROVEMENTS

We are thus not able to synthesize the perceptually very
important spectral �ne structure with an error criterion
that compares loudness densities. In our CELP-codec,
the synthesis of pitch is mainly the task of the adaptive
excitation which is determined prior to the stochastic
excitation vectors. A better pitch reconstruction can
therefore be achieved by using di�erent error criteria
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(b) Speech sample processed with conventional CELP codec
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(c) Speech sample processed with modified CELP codec
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Figure 3: Application of a psychoacoustically motivated

distance measure to �nd an optimal excitation in a

CELP speech codec: (a) Spectrogram of the input sig-

nal, (b) Spectrogram of the output signal if MSE is used

as in conventional speech codecs (c) Spectrogram of the

output signal of if a psychoacoustically motivated dis-

tance measure is used (calculation of auditory-nerve ex-

citation (128 receptors) with DFT and weighting func-

tions and nonlinear compression to speci�c loudness).

for the selection of the adaptive and the stochastic ex-
citation vectors. In a next step of our study we used
the common MSE for the pitch regeneration and the
loudness density di�erence only for the stochastic parts
of the �lter excitation. Although in informal listening
tests the synthesized speech was judged to be equiva-
lent in quality to speech synthesized by using only MSE,
the SNR dropped by approximately 4 dB. Low bit-rate
codecs like CELP typically reach SNR values of about
10 dB, and a degradation of this magnitude (4dB) is
normally clearly audible if MSE is used as distance mea-
sure.

6 CONCLUSIONS

The substitution of the MSE by a psychoacoustically
motivated error criterion as used in instrumental speech
quality assessment did not result in better speech qual-
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Figure 4: Psychoacoustically modi�ed CELP codec

ity. On the contrary, the synthesized speech lacked pitch
structure. This shows that speech-quality measures
comparing loudness patterns are not sensitive enough to
degradations in the spectral �ne structure being intro-
duced by a codec. Furthermore, the usage of the MSE
in the adaptive part (and the new psychoacoustic dis-
tance measure in the stochastic part) of the excitation
in the CELP codec achieved a speech quality equivalent
to common CELP codecs using MSE in the adaptive
and stochastic part as well. The SNR dropped greatly
since the MSE (it's inverse is equivalent to SNR) was no
longer minimized by parts of the CELP encoder. This
shows that a CELP codec has the potential of synthe-
sizing a set of perceptually equivalent speech samples,
though we do not know if we have already reached the
upper quality limit. This encourages further studies.
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