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ABSTRACT

This paper addresses the problem of enhancing a speech

signal acquired by a microphone array used for hands-

free voice communication applications. A new algo-

rithm based on the coherence function developed in the

wavelet domain and applied to the beamforming out-

put signal is presented. The wavelet coherence func-

tion based nonlinear post-�ltering provides a further

noise suppression. Its performances is comparable to

that of the wavelet Wiener �lter proposed in our earlier

work [1].

1 INTRODUCTION

Most of the hands-free voice communication systems

are intended to work in real conditions where interfer-

ing sources like noise and reverberation are are present.

Many speech enhancement algorithms have been pro-

posed in order to provide a good quality of communi-

cation. For hands-free applications, microphone array

systems have shown their superiority over the one chan-

nel systems thanks to its independence from the nature

of the interfering signals and its capability to automat-

ically alter its direction of reception. In fact, this prop-

erty makes it suitable for situations involving a moving

source.

One of the commonly used microphone array speech

enhancement methods is conventional delay-and-sum

beamforming with an additional post-�ltering as pro-

posed in [2, 3]. This method has proven its e�ciency

for noise reduction. However, important distortions are

introduced by the post-�lter, particularly because of the

inaccurate speech and noise power spectral densities

(psd) estimates. Consequently, smoothing techniques

for improving the psd estimates, have been proposed.

Furthermore, poor performance is obtained at low fre-

quencies because of a high spatial coherence between

noises in the microphone signals. This is due to the

small spacing required between microphones in the uni-

form array.

As a speech acquisition system, the microphone array

is intended for voice communication application through

a terminal. Consequently, the wideband nature of the

speech signal and the physical limitations of the com-

munication terminal result in some constraints in the

microphone array design.

A sub-array sub-band decomposition has been pro-

posed to ensure a su�cient directivity, without spatial

aliasing, over the whole speech bandwidth. It uses a

small array with a logarithmic distribution of micro-

phones to cover the telephony band of the speech signal.

An octave-band decomposition that follows a dyadic de-

composition of the frequency axis has been proposed [4].

In fact, it is similar to the one suggested for the har-

monically nested arrays used for wideband signals [5, 6].

However, it is well known that the structure of compu-

tations in a discrete wavelet transform and in an octave-

band �lter bank are identical. Thus, the wavelet trans-

form �nds an immediate application in microphone ar-

ray speech enhancement systems. This transform o�ers

many advantages, such as perfect reconstruction and

considerable computational savings due to the critical

sub-sampling. Furthermore, it is well suited to the non-

stationary speech signal, and a fast algorithm for its

calculation is also available.

Extensions of the simple conventional beamforming to

overcome its inherent limitations have been proposed by

many authors [2, 3]. One approach, commonly used in

speech enhancement, is to pass the beamforming signal

through a post-�lter in order to obtain further noise sup-

pression. For this purpose, a Wiener �lter expressed in

the wavelet domain was proposed in our earlier work [1].

The basic idea of the proposed system is that both the

sub-array sub-band beamforming and the post-�ltering

are performed in the wavelet domain as illustrated in

Fig. 1. Good performance is thus obtained with this

algorithm thanks to the multi-resolution property.

In this paper, we propose a new approach based on

a the coherence function estimated in the wavelet do-

main. This method exploits the behaviour of the co-

herence function to provide a new procedure for the

post-�ltering in microphone array speech enhancement.

Hence, the contribution presented here di�ers from that

in [7, 8] by considering a coherence function calculated

between the beamforming signal and the reference mi-
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Figure 1: Block diagram of noise reduction algorithm.

crophone signal. Indeed, our coherence �ltering is pro-

posed as a nonlinear post-�lter applied to the beam-

forming output in order to improve it.

2 PROBLEM FORMULATION

The coherence function is commonly used to measure

the similarity between two signals. Coherence based

�ltering was �rst proposed by Allen et al. for speech

dereverberation [9]. It was extended to noise reduction

by Kaneda and Tohyama [7], and Le Bouquin and Fau-

con [8] and it was applied to two-channel speech acquisi-

tion systems. In these works, two microphones are used

where the second o�ers an additional version of the noisy

signal that permit to estimate noise, especially when

noise is nonstationary. The microphone signals x1(n)

and x2(n) are modeled as:

�
x1(n) = s1(n) + n1(n)

x2(n) = s2(n) + n2(n);
(1)

where s1(n) and s2(n) are two highly correlated versions

of the clean signal s(n), and n1(n) and n2(n) are the

uncorrelated noises that a�ect the clean signal s(n). The

coherence function calculated between x1(n) and x2(n)

is

�x1x2(!) =
�x1x2(!)p

�x1x1(!)�x2x2;p(!)
; (2)

where �xixi(!) and �xixj (!), i; j = 1; 2 are the auto-

power and cross-power density spectra of the signals

xi(n) and xj(n) respectively. The magnitude squared

coherence de�ned as MSC(!) = j�x1x2(!)j
2 provides

revelant and signi�cant information about the presence

or the absence of the speech signal: if MSC(!) is close

to one, speech is present and ifMSC(!) is close to zero,

speech is absent. In the latter case, the current frame

contains only noise (pause) which can be removed us-

ing a nonlinear �lter. Unfortunately, a processing which

is based on the model given in (1) as done in [7, 8]

is far from being exploitable in our post-�ltering task.

The reason is that noises captured at two microphones

are strongly correlated because of the small microphone

spacing required to avoid spatial aliasing in the speech

bandwidth.

In our work, the basic idea of the use of the coher-

ence function in the post-�ltering for microphone arrays

consists in exploiting the change in the additive noise

structure as a result of conventional beamforming. In

other terms, once the time delay is compensated for all

the microphone signals according to the desired source

direction and the beamforming operation is performed

yielding y(n) = �x(n), the noise components are also

added and averaged while they are unphased. This re-

sults in a beamforming noise �n(n), which is statistically

di�erent from the noises ni(n) at each microphone. Con-

sequently, the assumption of the non-correlated noises

is veri�ed. Furthermore, the beamforming signal y(n)

contains the same components s(n) as the reference mi-

crophone signals. Thus, the coherence function will be

calculated between the beamforming signal �x(n) and the

reference microphone signal x1(n).

3 WAVELET COHERENCE FUNCTION

Let V and V
�1 denote the matrices representing the

discrete wavelet transform (DWT) and its inverse re-

spectively. V�1 = V
T because V is orthogonal. DWT

performed on the discrete-time signal x gives

X = V � x = S+N; and x = V
�1 �X (3)

the capital letters symbolize the vectors containing the

wavelet coe�cients of the signals noted by X(m)(k); m

and k are the scaling and shift parameters respectively.

The wavelet coherence function, which is analogous

to the FFT-based coherence function is introduced to

estimate the degree of similarity between any two sig-

nals in the time-frequency domain. Let � 2 [0:1; 0:5]

be a forgetting factor. We de�ne the wavelet coherence

function between two transformed signals X and Y as

�
(m)

XY;p(k) =
�
(m)

XY;p(k)q
�
(m)

XX;p(k)�
(m)

YY;p(k)

; (4)

where �
(m)

XY;p is the wavelet auto-power spectrum if

X = Y and the wavelet cross-power spectrum elsewhere,

of the current frame indexed by p. It is calculated as fol-

lows:

�
(m)

XY;p(k) = � � �
(m)

XY;p�1(k) +X(m)(k) � Y (m)(k); (5)

Note that each frame contains P discrete-time samples.

4 POST-FILTERING WITH WAVELET CO-

HERENCE FUNCTION

In this work, a novel post-�ltering based on the wavelet

coherence function is proposed. The detailed struc-

ture of the proposed speech enhancement system is il-

lustrated in Fig. 2. The microphone signals are time-

delay compensated and then transformed to the time-

frequency domain. Uniform sub-arrays that operate on

their appropriate sub-bands are formed [4]. The ar-

ray consists of 6 microphones distributed logarithmically

and each microphone signal is decomposed into 4 oc-

tave sub-bands. Let Ms be the number of microphones
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Figure 2: Block diagram of the overall system.

in each sub-array, the conventional beamforming is per-

formed in the sub-bands using their corresponding sub-

arrays yielding Y (m)(k) = �X(m)(k). In other terms, the

components of this vector are summed and averaged to

form the sub-band beamforming coe�cients Y (m)(k) at

mth stage as follows:

Y (m)(k) =
1

Ms

MsX
i=1

X
(m)

i (k) = S(m)(k) + �N (m)(k): (6)

Then, the sub-band beamforming signal Y (m)(k) passes

through a nonlinear post-�lter H to increase the noise

reduction performance. Note that X(m) is the vector

of the wavelet coe�cients that correspond to the mth

sub-band if k is omitted.

Following the motivation developed in Sec. 2, our

post-�lter which is applied to the beamforming signal

is based on the coherence function calculated between

the beamforming signal and the signal of the �rst micro-

phone (taken as reference microphone). These signals

are modelled as.�
X

(m)

1
(k) = S(m)(k) +N (m)(k)

�X(m)(k) = S(m)(k) + �N (m)(k);
(7)

By analogy to the MSC calculated in the Fourier domain

and using the de�nition given in Eq. (4), we de�ne a

wavelet coherence function of order � as

C
(m)

XY;p(k) =
h
�
(m)

XY;p(k)
i�

� 2 R+; (8)

Let G
(m)

p be the averaged coherence over the whole

mth sub-band for the current speech frame. At the scale

m, each frame consists of Pm wavelet coe�cients where

Pm = P=2m. Note that G
(m)

p provides one value per

sub-band since it is expressed as

G(m)

p =
1

Pm

PmX
k=1

CX1
�X;p(k); (9)

Considering the model given in Eq. (7) and taking into

account the weaker correlation between the noise com-

ponents N
(m)

1
(k) and �N (m)(k), G

(m)

p provides revelant

and signi�cant information about the presence or ab-

sence of the speech. Fig. 3 shows the G
(m)

p behaviour

for � = 2. It generally exhibits a signi�cant change of

value when the speech energy is absent. This important

property leads to coherence coe�cients which are small

during pauses and close to one when the speech signal

is present. In fact, it has been observed that the coher-
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Figure 3: Wavelet noise reduction using coherence strat-

egy (sub-band: [0.5 kHz,1 kHz]).

ence function calculated in the wavelet domain leads to

very low values in pauses compared to the FFT-based

coherence performed for the same conditions.

4.1 Noise Reduction Rules

The wavelet coherence function is exploited in a non-

linear post-�lter H to improve the sub-band beamform-

ing signal as shown in Fig. 4. The speech enhancement
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Figure 4: Block diagram of the proposed algorithm.

based on post-�ltering is achieved using the following

noise reduction rules. They are derived by observing

the behaviour of G
(m)

p in the di�erent sub-bands.

Ŝ(m)(k) =

8><
>:

�X(m)(k); if G
(m)

p > Smax

(G
(m)

p )� � �X(m)(k) if G
(m)

p � Smin

C
(m)

X1
�X;p

(k) �G
(m)

p � �X(m)(k) elsewhere:

(10)

The choice of the thresholds is important for select-

ing the frames of the signal considered as noisy and

the speech parts which will be remain untreated. The

thresholds Smin and Smax are chosen empirically, based

on listening judgements. They are �xed and chosen

equal to 0:6 and 0:9 respectively.



5 PERFORMANCE EVALUATION

The proposed algorithm was tested using a simulated

non-symmetric array with 6 microphones distributed

logarithmically where the smallest spacing dmin = 5cm.

For this procedure, we have adopted the Daubechies'

prototype �lters of 3rd order. It has been seen that

the 3rd order is su�cient for the speech frame to be en-

hanced. For the performance evaluation, we have chosen

the segmental SNR (SNRseg). Fig. 5 compares the re-

sulting signals from two post-�lters: Wiener �lter and

coherence �lter for � = 2. Fig. 6 shows the achieved
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Figure 5: Signals using the proposed algorithm.

noise reduction factor for the di�erent parts of the sig-

nal. It can be seen that the proposed algorithm provides

good results compared to those obtained with wavelet

transform based Wiener �lter proposed in [1], especially

during pauses. Furthermore, unlike the already pro-

posed noise reduction methods based on FFT coherence

function [10], informal listening tests showed that the

resulting signal sounds natural and no discontinuities

are noticed.
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Figure 6: Achieved noise reduction in terms of SNRseg .

The proposed algorithm is thus suitable for an e�-

cient speech enhancement system, particularly for mod-

erate SNR. Indeed, noise still present in the beamform-

ing signal is audible only during the unvoiced parts and

pauses of the signal.

6 CONCLUSION

In this paper, a new noise reduction procedure based on

the coherence function performed in the wavelet domain

is introduced as a nonlinear post-�lter to separately en-

hance the sub-band beamforming signals. The new al-

gorithm provides a signi�cant noise suppression with

negligble distortions, especially during pauses. This is

con�rmed by the objective measures and the informal

listening tests. The proposed method is thus suitable

for an e�cient speech enhancement system, particularly

for moderate SNR where the noise present in the beam-

forming signal is more audible during the unvoiced parts

and pauses of the signal. Ongoing work consists in ex-

ploiting the behaviour of the wavelet coherence function

with di�erent values of � to increase the noise reduction

system performance.
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