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Abstract—Affect bursts are short, isolated and non-verbal
expressions of affect expressed vocally or facially. In this paper we
present an attempt at synthesizing audio affect bursts on several
levels of arousal. This work concerns 3 different types of affect
bursts: disgust, startle and surprised expressions. Data are first
gathered for each of these affect bursts at two different levels
of arousal each. Then, each level of each emotion is modeled
using Hidden Markov Models. A weighted linear interpolation
technique is then used to obtain intermediate levels from these
models. The obtained synthesized affect bursts are then evaluated
in a perception test.

I. INTRODUCTION

Affect bursts is a term describing very short, discrete and
non-verbal expressions of affects expressed vocally or facially.
They were introduced by Scherer in [1] and also studied by
Schroder in [2]. They take a big part in social interactions
since they are used to communicate feelings caused by precise
events (e.g. a suddenly opened mouth with wide open eyes ac-
companied by a short oh!” sound could express amazement).
They, therefore, help one to express (voluntarily or not) their
reaction towards certain events, or, to understand one’s feelings
and sentiments towards that event.

This makes affect bursts important in Human-Computer In-
teractions (HCI). Indeed, being able to detect such expressions
would give us more information on someone’s emotional state
and sentiments. On the other hand, in the framework of conver-
sational agents, being able to synthesize them could potentially
create more natural interactions since the virtual agent would
be using common, emotional human-like expression.

In this paper, we present our work on audio affect bursts
synthesis. Previous work on synthesizing mono- or multimodal
emotional speech and even isolated affect expressions, such
as laughter, can be found [3], [4], [5]. But to the best of our
knowledge, very few work focused on affect bursts synthesis.
In fact, some work can be found for instance, regarding
synthesis of filled pauses [6]. We will present, here, Hidden
Markov Model [7] (HMM)-based multilevel audio affect burst
synthesis systems. In fact, this is an attempt at developing
a synthesis system capable of generating 3 different affect
bursts sounds on several levels of arousal. First, we attempt
to accurately model 3 types of affect bursts (representing
disgust, startle and surprise) using HMMs, each of them in
two different levels of arousal. Then, for each affect burst,
the HMMs representing each level are used with a linear
interpolation technique in order to synthesize intermediate
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levels. In what follows we will first present the data that will
be used for this work in Section II. We will then present our
synthesis systems in Section III. In Section IV, we will expose
the perceptual tests that were carried on in order to evaluate
our system. We will also present and discuss, in that same
section, the results obtained. We will finally conclude and give
our perspectives for future work in Section V.

II. AUDIO AFFECT BURST DATASET

The data used here are taken from the AudioVisual Af-
fect Burst (AVAB) database presented in [8]. This database
contains audio, video and motion capture data of the three
previously mentioned affect bursts each recorded on three
different arousal levels. To record this database, an actor was
asked to produce acted disgust, startle and surprise expressions
both vocally and visually. Motion capture and grey scale video
data were recorded using the NaturalPoint’s Optitrack system
while the audio data was recorded using a Rode podcaster
microphone. The motion capture and audio data were later
synchronized together as explained in [8]. Optitrack is a
marker based system. Reflective markers were placed on the
actors face and on a headband. It recorded the data at 100 fps
using 12 infrared emitting cameras. Thus, the motion capture
data is, in fact, the recorded 3D trajectories of each marker.
The audio data was recorded at 44.1 kHz and stored in 16
bit PCM WAV files. From this database and for the work
presented here, only audio data of two levels from each affect
burst were used. Table I gives the amount of instances used for
each affect burst and at each level (Level 1 being the lowest
arousal level and Level 2 being the highest). Each instance
being the utterance of a single affect burst.

Affect Burst | Arousal Level ‘ Instances ‘

Disgust Level 1 40
Level 2 19
Surprise Level 1 37
Level 2 34
Fear Level 1 34
Level 2 39

TABLE 1

DATA INSTANCES

Fig. 1 shows the density distribution of the affect burst
durations. The duration are plotted per affect burst and per
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arousal level. We first notice that, as described in the literature,
these affect burst durations are short and depend on the level.
The duration is apparently higher for the higher levels for
all three emotions. We also note that the disgust sounds are
typically longer than the startle, which themselves are longer
than the surprise ones. The first observation we can make from
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Fig. 1. Duration of the affect burst sounds per emotion and per arousal level.

this graph is that disgust sounds have a longer duration than
surprise sounds. This latter having longer durations than startle
sounds ones. This is true whether we consider L1 or L2. The
second observation is that, for all emotions, L2 tends to have
a longer duration than L1.

The probability of voicing was computed using the Snack
library [9]. A window of length 10 ms shifted by 10 ms was
used for that. The percentage of voicing was then computed
per instance. This means that for each affect burst instance,
of each emotion, the sum of the voicing probabilities obtained
was divided by the length of the total vector. The voicing
percentage per instance is given in Fig. 2 per level and
per emotion. A plot of the data distribution was preferred
here, over a density distribution plot for the sake of a better
readability. From this graph, we can see that the disgust sounds
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Fig. 2. Probability of voicing per emotion and arousal level

in this database tend to have a higher voicing probability than
startle and surprise sounds. The startle and surprise sounds

tend to contain mostly unvoiced components since a big part of
their voicing percentage distribution is equal to zero. Another
observation we can make from this graph is that the previous
analysis is true for L1 and L2 since they have overlapping
voicing percentage distributions.

III. AFFECT BURST SYNTHESIS SYSTEM

HMM models, with a 5 state left-to-right topology, were
trained for each emotion and each level separately. This
topology was previously successfully used to represent other
types of affect bursts like laughter. The features extracted and
used were 25 order MFCCs and the log value of the pitch with
their first and second order derivatives. They were modeled
in each state with a multivariate single Gaussian distribution.
The implementation of this system was made using the freely
available HMM-based Speech Synthesis System (HTS) [10].
In order to obtain intermediate levels to those we already
have, a weighted linear interpolation technique is used. After
the models for each affect burst and each level was trained,
the HTS-engine software was used to interpolate between two
levels of the same affect burst. The interpolation technique
is explained in [11]. The output signal is finally an linearly
interpolated intermediate level affect burst.

Using these trained HMMSs, 5 levels of each affect bursts
were synthesized. First, the two extreme levels were synthe-
sized without interpolation using their corresponding models.
They are referred to as intl (lowest level) and int5 (highest
level). Also, three other intermediate levels were synthesized
using the already mentioned weighted interpolation feature
of hts-engine. The interpolation weights with respect to each
synthesized level is shown in Table II.

Synthesized levels L1 L2
intl 100% 0%
int2 75% 25%
int3 50% 50%
int4 25% 75%
int5 0% 100%
TABLE II

WEIGHTS USED TO OBTAIN INTERMEDIATE AROUSAL LEVELS FROM TWO
EXTREME LEVELS

Column 1 in Table II contains the names of the synthesized
levels and the two other columns contain the interpolation
weights used with each initial model to generate them.

IV. EVALUATIONS

In order to evaluate our system, three evaluations were set
up, one for each of the three emotions. The goals are to
evaluate two things:

1) Whether our system is truly capable of synthesizing the
affect bursts for the three emotions on different arousal
levels.

2) The quality of the synthesized affect bursts, or in other
words, whether they can be related to the emotions they
are meant to express.
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Fig. 3. CMOS results: Heatmaps representing the comparison scores obtained from a perceptual evaluation. L1 and L2 correspond to stimuli using natural
audio and motion; intl to int5 to stimuli with synthesized audio and natural motion.

A. CMOS and MOS tests

To do so, we decided to add facial expressions to the syn-
thesized audio to be evaluated. This is because the synthesized
affect bursts, just as the recorded ones, are very short sounds
and thus, presenting them to subjects without contextual
information such as the facial expression that goes with it
would be somewhat confusing for a subject. This statement is
based on preliminary informal perception evaluations. So, the
facial expressions will be added in the form of a 3D animation.
Previously recorded facial expression trajectories from the
AVAB database will be directly applied onto the avatar. These
facial expressions are thus not synthesized. Please note that
the work presented here concerns only audio synthesis and so
the synthesis of the facial expressions trajectories is out of the
scope of this paper. Each of the synthesized audio affect burst,
of each emotion was coupled with a single facial expression
of the emotion to which it corresponds, i.e. all the synthesized
disgust affect bursts were coupled with the same disgust facial
expression (same goes for startle and surprise). There are thus
three facial expressions to be applied onto the avatar. For each
emotion, the facial expression was chosen from the L1 level
in the AVAB database. Facial expressions from the L2 level
might have been too expressive and thus might have been
too dominant during the perception. To answer our evaluation
goals, each of the three evaluation setups was composed of a
Comparative Mean Opinion Score (CMOS) test and a Mean
Opinion Score (MOS) test. Each setup will proceed as follows.
Each participant was shown two videos and two questions at
a time. The first question instructed the participants to say
which of the two presented videos contains a more intense
emotion expression (intense in a general sense) and by how
much. A scale below the 2 videos was given with 7 possible
choices: 3 on the right in favor of the video on the right, 3 on
the left in favor of the one on the left and one in the middle
which represents neutrality (both videos are the same). The
further on the scale to the right (alt. left), the more the video
on the right (alt. left) is perceived as intense. Each of the
choices corresponded to a score of integers going from -3 to
3. The negative values corresponding to the video on the left,
the positive ones to the one on the right. This question serves
as the CMOS test. The second instruction was: Taking into
account the animation on the right only, rate how well does

the animation suite the emotional expression corresponding to
the setup (disgust, startle or surprised). The participants had
the choice between one of the following: ”Not at all”, “a little”,
“average”, a lot”, “completely”. Each of these corresponded
respectively to a score or integers going from 1 to 4. This
instruction will serve as the MOS test.

The CMOS will help answer our first evaluation goal while
the MOS will help answer the second one.

Two supplementary videos are also created for each emo-
tion (therefore for each setup). Similarly to the previously
mentioned videos, these videos are created using the same
facial expression as the one used in the setup to which they
are dedicated, coupled with two randomly selected audio
affect bursts taken from the AVAB database. These latter
were selected from each of the two considered levels of each
emotion. The lower level will be referred to as L1 and the
higher as L2. These 2 videos created for each setup will serve
as ground truth in the following.

We thus end up with seven videos per setup. As mentioned
previously, two videos at a time are presented to a given
subject for evaluation and comparison. The combinations of
the videos are created randomly in each session and in such
a way to avoid that a certain combination is repeated during
the same session. Therefore, each participant will be given 21
combinations during his/her session.

B. Results and Discussion

The evaluation platform was online. Each new participant
was appointed a different setup. The participants could stop
the evaluation process whenever they wanted. At the end,
we counted a total of 39 participants making a total of 783
evaluations (294 disgust, 252 startle and 237 surprise). The
results of the CMOS and MOS tests are given in Fig. 3 and
Fig 4 respectively.

Fig. 3 shows heatmaps representing the comparison results
between the affect bursts at different arousal levels and per
emotion. In these graphs, and as previously explained the
arousal levels are compared per emotion. The colors in the
heatmaps represent the total score obtained by each affect burst
at a certain arousal level when compared to another. Since, as
explained previously, the affect bursts did not receive the exact
same amount of votes, the scores were normalized by the total
amount of votes each final score received. The more the colors
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Fig. 4. MOS results: Mean scores obtained per emotion and arousal level from a perceptual test assessing the ability of the sounds to express “disgust”,
“startle” and “’Surprise”. L1 and L2 correspond to stimuli using natural audio and motion; intl to int5 to stimuli with synthesized audio and natural motion.

in the heatmaps tend towards the white (and therefore the score
is a higher positive number), the more intense the level on the
y axis is, compared to the one on the x axis.

Concerning the synthesized affect bursts (intl to int5), in
general, we can see that the higher the arousal level is, the
better the difference of level is perceived. We also note that L2
was, in all three cases, perceived as more intense than all other
arousal levels. That, even when compared to int5 which is
supposed to have the same arousal level. This suggests that the
signal quality and naturalness perceived, which we suppose, is
higher for L2 (which contains natural audio), plays a role into
the perception of the arousal level. On the other side, L1 was
correctly perceived for the “disgust” and “’startle” affect bursts
as least intense, even with respect to intl which is supposed
to be at the same arousal level as L1. But L1 was wrongly
perceived as more intense than the others in the “surprise”
affect burst case, except when compared to L2. When looking
in more details at the ”surprise” heatmap, we can notice that
even the synthesized affect bursts scores, when compared to
each other, are not that high. So, the difference in levels is
more hardly perceived in the case of “surprise” than in the
case of “disgust” and “startle”.

It is also important to note that the scores obtained for the
“disgust” affect burst, show clearly that the interpolation did
indeed successfully produced intermediate arousal levels for
this affect bursts. Indeed, when looking at the scores obtained
by the synthesized affect bursts (intl to intS), we can see that
the bigger the difference in level of arousal, the bigger the
score obtained by the higher level is. This is not true in all
cases concerning the “startle” affect burst. We can even see
some errors in the latter (when comparing intl to int2 and
int3).

Since the facial expressions used for the evaluations were
the same for each emotion, and only the audio to which
the visual was coupled changed, we can conclude that the
weighted linear interpolation performed well in general. The
best results being most probably for the “disgust” affect burst
followed by the “startle” and then the “surprise” affect burst.

Fig. 4 shows barplots for each of the 3 emotions. These

barplots represent the mean score obtained per arousal level.
A 95% confidence interval Student t-test was conducted in
order to check whether or not the mean values of the obtained
scores is statistically significantly different from 0. The p-
values obtained were all smaller than 0.01. The mean values of
the scores obtained here are therefore all significantly different
from 0. After observing the raw data presented in these graphs
we can draw some conclusions. First, we can see that the
“disgust” affect bursts, is generally associated to the disgust
emotion better than the startle” and surprise” affect bursts
are associated to startle and surprise. This is true even for the
L1 and L2 in all cases. All the levels of the “disgust” affect
burst also obtained a mean score above the average (2) while
the mean scores are mostly below the average for “surprise”
and below or equal to the average for “startle”. Although
the mean scores are low for “startle”, it is important to note
that the scores obtained by the synthesized affect bursts are
roughly equal to the ones obtained by L1 and L2. In order to
take into account the statistical significance of these results, a
95% confidence interval Student’s t-test was also applied here
comparing the mean scores of L1 and L2 with each other and
each with intl to int5 for each of the 3 emotions. Only the
results obtained when comparing L2 of “disgust” with L1 and
intl to int5 was significant (p — value < 0.01). All the other
test gave a p-value higher than 0.05. This means, on one side,
that the synthesized sounds for startle” and “surprise” are not
significantly worse than the natural audio and on the other that
having more participants might ameliorate the results obtain
from this MOS test.
In conclusion, our synthesis system is able to express the
selected emotions as well as the natural audio, but with the
advantage of controlling the arousal level, as shown in the
previous paragraph. This is less clear concerning “surprise”.
Another important conclusion can be drawn from the dif-
ference in efficiency of our HMM-based synthesis systems
to synthesize the three types of affect bursts. Indeed, this
difference might be explained by the nature of the sounds
we attempted to model in this work. Indeed, the surprise and
startle are, as presented in Section II, mostly unvoiced in this
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database on the contrary of the disgust sounds. They are also
shorter than the latter. Therefore, the HMMs must model the
surprise and startle fundamental frequencies and MFCCs less
efficiently than for the disgust sounds.

V. CONCLUSION AND PERSPECTIVES

In this paper we presented a first attempt at audio affect
burst synthesis using an HMM-based system. We also present
a first attempt at synthesizing intermediate arousal levels for
different affect bursts using a weighted linear interpolation
technique. Three types of affect bursts representing the emo-
tions of disgust, startle and surprise were considered. Our
system was tested using a CMOS and a MOS test proving the
efficiency of our system mostly for the “’disgust” and “startle”
affect bursts. Our HMM-based synthesis system, proved to
be more efficient to model and synthesized voiced sounds
rather than unvoiced sounds. In future work, our goals are to
obtain a multimodal multilevel affect bursts synthesis system
by synthesizing the facial expressions and controlling their
level of arousal using the same method described here. We also
intend to improve the current audio synthesis system by using
more complex interpolation techniques rather than a simple
weighted linear interpolation.

Even though we are able to control the duration (not studied
in this work) and arousal level of the synthesized sounds using
our system, one of its limitations, is that each emotion was
expressed using a single type of sound coming (since the data
used were similar for each emotion and expressed by the same
speaker). Another perspective we have is, therefore, to be able
to synthesize a certain emotion, not only on different arousal
levels, but also using different types of sounds.
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