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Abstract—The automated matching of mug-shot photographs
with sketches drawn using eyewitness descriptions of criminals
is a problem that has received much attention in recent years.
However, most algorithms have been evaluated either on small
datasets or using sketches that closely resemble the corresponding
photos. In this paper, a method which extracts Multi-scale Local
Binary Pattern (MLBP) descriptors from overlapping patches
of log-Gabor-filtered images is used to obtain cross-modality
templates for each photo and sketch. The Spearman Rank-
Order Correlation Coefficient (SROCC) is then used for template
matching. Log-Gabor filtering and MLBP provide global and
local texture information, respectively, whose combination is
shown to be beneficial for face photo-sketch recognition. Ex-
perimental results with a large database show that the proposed
approach outperforms state-of-the-art methods, with a Rank-1
retrieval rate of 81.4%. Fusion with the intra-modality approach
Eigenpatches improves the Rank-1 rate to 85.5%.

Index terms— face recognition, inter-modality, log-Gabor filter,
Spearman correlation, hand-drawn sketches

I. INTRODUCTION

There exist several types of Face Recognition (FR) Systems
(FRSs), with traditional FRSs typically operating on photos
taken in the visible light spectrum. Much research has recently
been devoted to Heterogeneous FR (HFR), where processing
is performed over different modalities. One important use of
such algorithms is in the comparison of mug-shot photographs
with sketches obtained from eyewitness accounts of criminals,
which has been described as perhaps the most challenging type
of scenario in HFR since face sketches often do not resemble
closely the corresponding face photo. This leads to a large
modality gap between the images to be compared and in fact
normal Commercial Off-the-Shelf (COTS) FRSs have been
shown to perform poorly in this scenario [1], [2].

Algorithms proposed in literature to tackle this problem
may be classified as either intra- or inter-modality approaches
[3], [4]. Intra-modality approaches aim to transform a sketch
(photo) to a photo (sketch) so that a normal FRS can then
be used to match a photo (sketch) with the synthesised
photo (sketch), thus reducing the modality gap and facili-
tating recognition. Infer-modality algorithms learn or extract
modality-invariant features such that inter-class separability is
maximised whilst maintaining intra-class differences [5], [6].

This paper presents an inter-modality approach where pho-
tos and sketches are processed with a series of log-Gabor filters
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to extract global texture information. Local texture information
is extracted at a second stage by applying the Multiscale Local
Binary Pattern (MLBP) operator on the resulting log-Gabor fil-
tered images to enable matching of sketches with photos using
the Spearman Rank Order Correlation Coefficient (SROCC). It
can be shown that the proposed approach provides statistically
superior accuracy to state-of-the-art approaches using a large
set of images which represents that used by law enforcement
agencies better than those typically employed in literature.
Hence, the contributions of this paper include (i) the com-
bination of both local and global texture descriptors, (ii) the
use of SROCC as a similarity measure, and (iii) an extensive
evaluation using a number of state-of-the-art-methods.

The rest of this paper is organised as follows: an overview
of related methods found in literature is given in Section II,
followed by a detailed description of the proposed method in
Section IIT and its evaluation in Section IV. Conclusions and
directions for future work are finally given in Section V.

II. RELATED WORK

Numerous approaches proposed in literature focus on intra-
modality algorithms, also known as Face Hallucination (FH)
techniques which encompass both face super-resolution and
face-sketch synthesis [4]. Some of the best-performing and
most popular methods include Eigentransformation (ET) that
synthesises whole faces using a linear combination of photos
(or sketches) with the assumption that a face photo and the cor-
responding sketch are similar in appearance, the Eigenpatches
(EP) extension in [6] to perform synthesis at a local level, the
use of the Locally Linear Embedding (LLE) manifold learning
technique in [7] to construct a patch using a linear combination
of the nearest patches, and the Multiscale Markov Random
Fields (MRF) approach [8] which models the relationships
among patches. A more detailed review of FH algorithms
may be found in [4]. Intra-modality approaches tend to be
complex since they attempt to solve a more challenging
problem than recognition itself [3], [5], and FR performance
depends on the quality of reconstructed sketches which often
contain undesirable artefacts especially when not evaluated
using sketches that resemble very closely the original photos.

State-of-the-art inter-modality methods include the Proto-
type Random Subspace (P-RS) approach proposed in [1],
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where images are convolved with three filters followed by
extraction of Scale-Invariant Feature Transform (SIFT) and
MLBP feature descriptors from overlapping patches. The co-
sine kernel is then used to compare the feature descriptors of a
test image with those of a set of prototypes. Feature projection
is performed with Random Sampling Linear Discriminant
Analysis (LDA) (RS-LDA) and final matching is done using
cosine similarity. The approach in [9] was modified in [1]
to use a similar methodology to P-RS and is called Direct
RS (D-RS) since matching is done using the features directly.
The Histogram of Averaged Orientation Gradients (HAOG)
method [3] emphasises orientations of regions having high
magnitudes, while it was shown in [6] that intra- and inter-
modality algorithms can provide complementary information
and yield improved recognition accuracy when combined.

III. PROPOSED METHOD

The system flow diagram of the proposed method is shown
in Figure 1. First, all photos and sketches are aligned such that
the eyes and mouth are in the same position for all images,
which are then filtered with 32 log-Gabor filters to yield 32
images for each sketch and each photo. Gabor filters are able
to represent signals localised in both time/space and frequency
[10] and have been used in a vast number of applications [11].
Their use is motivated by the observation that these filters can
model the Human Visual System (HVS) [10], [11] and have
yielded good performance within their application domains.
However, log-Gabor filters were proposed in [10] to better
model natural images, to remove the DC component, and to
reduce the number of filter banks required [11], [12]. They are
less commonly used in literature than Gabor filters and to the
best of the authors’ knowledge have thus far not been used for
face photo-sketch recognition. MLBP descriptors from over-
lapping patches of the images derived in the filtering stage are
then extracted. While both MLBP and log-Gabor filters extract
texture information, MLBP characterises the type of texture
present within local areas. Hence, log-Gabor filtering extracts
texture information at a global level, while MLBP extracts
local texture information. Following discriminant analysis,
the Spearman Rank Order Correlation Coefficient (SROCC)
between the resultant descriptors of the sketches and photos
to be compared is found and used as a similarity measure.
Whilst not often used for FR, it will be shown that SROCC
outperforms popular comparison metrics. Scores are finally
normalised and summed to yield the final similarity score. The
proposed method is thereby named log-Gabor-MLBP-SROCC
(LGMS). Further details will now be given hereunder.

A. Geometric Normalisation

All face sketches and face photos are first rotated such that
the angle between the two eye centres is zero degrees and
scaled such that the distance between eye centres and between
the eyes and mouth is the same for all images. Then, all images
are tightly cropped to a height of 250 pixels and a width of 200
pixels as shown in Figure 1. Eye and mouth coordinates were
either provided in the databases used or marked manually.

B. Image Filtering

Each photo and sketch is filtered with a bank of log-
Gabor filters that are selective in terms of frequency and
orientation. The 2D log-Gabor function defined using the
Gaussian spreading function is as follows [11], [12]:

UL e (OO )
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where 0 =1,2,...,0 and s = 1,2,...,5 are the orientation
and scale of the filter, respectively, kg = 0.55 is related to the
filter bandwidth, o9 = 0.3272 is the angular bandwidth, fy is
the centre frequency, and 6 is the centre orientation. Setting
O =8and S =4, atotal of N = 8 x4 = 32 filters are defined.
These values were chosen such that a good balance between
performance and computational complexity is provided.

LG, s(f,0) = exp (

C. Feature Extraction

After the filtered images have been obtained, they are
divided into px p patches with an overlap of p/2 both vertically
and horizontally, where p = 32. Overlapping patches are
able to consider the relationship among neighbouring regions
and therefore encode spatial information that is useful for
recognition. For an image of size 200 x 250 as used in this
work, 154 patches are obtained from which LBP features are
then extracted. In the proposed approach, “uniform” patterns
at eight sampling locations as described in [13] are used to
obtain 59D vectors for each patch. The MLBP extension is
also used, which concatenates LBP descriptors computed with
radii » = {1, 3,5, 7} to yield 236D vectors. These parameters
have been chosen since they yielded the best performance.

Whilst SIFT or Histogram of Orientation Gradients (HOG)
descriptors computed on patches are often also used with
M/LBP in approaches proposed in literature to extract shape
information, their use in this work is not highly beneficial.
This is because such descriptors represent the frequency of
occurrence of orientations. However, the images used for
feature extraction in the proposed system contain the responses
at only one specific orientation, and therefore descriptors of
this type do not offer much useful information since shape
information is already being implicitly considered.

D. Sketch-Photo Matching

The MLBP features from each patch are concatenated into
one 154 x 236 = 36344D vector. Discriminant analysis is then
performed for each of the N 36344D feature vectors by first
applying Principal Component Analysis (PCA) followed by
LDA on a training set of images [14], an approach proven
to be beneficial in FR [1]. The number of eigenvectors used
is the upper bound ¢ — 1, where c is the number of classes
(subjects) as described in [14]. After the projection matrix has
been obtained, the mean-subtracted features of each sketch and
the gallery photos are projected onto the subspace. Comparison
between sketches and photos is performed by measuring
the Spearman Rank Order Correlation Coefficient (SROCC)
between the resultant vectors of a sketch and a gallery photo
to yield a similarity score for each filter.

2241



2016 24th European Signal Processing Conference (EUSIPCO)

Result of filtering images with

log-Gabor filter bank
log-Gabor filter bank

Concatenation of MLBP features
from overlapping patches

0=1 0=2 =+ 0=8

-H
<
‘mNm
B

MLBP
feature
extraction
from each
patch
—

k2
P
L T

"

i

™y
vy
Isl=
lmlw

Comparison
of probe
sketch with
T gallery

Summation
of filter
scores

PCA+LDA

. Score
subspace | @

+'11l

* | normalisation (for each of
the T

matches)

projection photos
using

SROCC

WW W o J
32 32 J32 J32

J_zt--;taz L. A

| PCA+LDA |
| weights |

i

1 | 1 1
X 1 1 1
extraction
from each b
patch .
—> :

PCA+LDA
subspace
projection
(for each

ofthe T

gallery
photos)

0=1 0=2 =+ 0=8
s=1.."'. .. .
T Gallery fZ‘al;Sre
tS S=2.."..
S8 « >
5:3.."'. “l u
Fig. 1.

Given a gallery containing 1" subjects, there are N vectors
Jy € R” k =1,2,....N containing the scores for each
comparison between a probe sketch and a gallery photo to
yield N x T scores for each probe sketch. Min-max normal-
isation is applied to obtain jk e RT,k =1,2,...,N which
are finally fused using the sum-of-scores method similar to the
approach in [6]. This yields a vector FeR” containing T’
LGMS scores for each probe sketch, representing the similarity
between the sketch and all the photos in the gallery. The choice
of sum-of-scores fusion and min-max normalisation follows
the observation that their combination provides some of the
best results for fusion of multi-biometric systems [6], [15].

IV. EVALUATION METHODOLOGY & RESULTS

The proposed system is compared to several popular and/or
state-of-the-art intra- and inter-modality algorithms using 1552
subjects, each having one photo-sketch pair, and an additional
1522 subjects each having one photo in the gallery set. The
methodology used and results will now be given hereunder.

A. Evaluation Methodology

Photos form the gallery set while the probe (query) set
contains the sketches of subjects whose identity is to be found.
For almost all algorithms, a sub-set to train the face recogniser
is required while the intra-modality algorithms need an addi-
tional set to train the synthesis algorithm. Hence, 300 subjects
are selected for each training set similar to the approach in [6],
[8] such that the face recogniser used for the intra-modality
methods is trained using both the sketches of the subjects in

System flow diagram of the proposed approach for O = 8 and S = 4. Dotted block represents data obtained from the training stage.

the training set and the corresponding synthesised sketches
(when photo-to-sketch synthesis is performed). The remaining
952 subjects are used for testing. The sets are disjoint, such
that each subject is used in only one of the three sets.

Since the train/test sets are constructed by random selection
of subjects, each algorithm is evaluated on five train/test sets
and the mean and standard deviations of results reported. In
addition, given that sketches are typically used when heinous
crimes are committed, much attention is dedicated by investi-
gators to solve these cases. Hence, the top 50 to 200 subjects
are often given importance equal to the best match (Rank-1)
in criminal investigations [1], [5]. The Rank-retrieval rates are
therefore used to evaluate the algorithms considered, along
with the Area under the Receiver Operating Characteristics
(ROC) Curve (AuC) that is typically used to evaluate FRSs.

B. Algorithms considered

LGMS is compared with (i) the intra-modality methods
Eigentransformation (ET) [16], Eigenpatches (EP) [6] and the
Locally-Linear Embedding (LLE) approach in [7] with PCA
(Eigenfaces) [17] employed as the face recogniser, (ii) the
inter-modality HAOG [3], D-RS [9] and P-RS [1] methods
and the fusion of P-RS and D-RS [1], and (iii) the fusion
of intra- and inter-modality algorithms (EP, ET and HAOG)
proposed in [6]. The performance of PCA alone is also used as
a baseline for the intra-modality methods, the results of which
are reported for only photo-to-sketch but not sketch-to-photo
transformation due to the former’s superior performance [6].
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C. Databases used

The first sketch database employed is the popular CUFS
database' [8], [16] consisting of 606 sketches, with the cor-
responding frontal face photos obtained from the AR [18],
XM2VTS [19] and CUHK student' [8], [16] databases. An-
other 946 sketches are derived from the CUFSF database”
[20], with the corresponding face photos obtained from the
ColorFERET database® [21]. Both the CUFS and CUFSF
databases contain viewed hand-drawn sketches, where an artist
created the sketch whilst viewing a subject or his photograph.

The gallery set is extended further with the photos of
1522 subjects to more closely mimic the mug-shot galleries
maintained by law-enforcement agencies. These include 510
subjects from the MEDS-II database*, 476 subjects from
the FRGC v2.0 database’, 337 subjects from the Multi-PIE
database [22], and 199 subjects from the FEI database®. As a
result, the test gallery set contains 1" = 2474 subjects.

D. Results

The results of the metrics considered are shown in Ta-
ble I and Figure 2. While it is clear that the intra-modality
approaches improve the performance of the face recogniser
(PCA), they are still largely inferior to the inter-modality
methods. Moreover, even though EP and LLE approach the
performance of HAOG at higher ranks (ranks > 200), perfor-
mance at such ranks is not important since at most only the
best 200 matches will be examined by criminal investigators.

The proposed LGMS algorithm outperforms all others
across virtually every performance metric considered. The
only method approaching the performance of LGMS is the
fusion of the state-of-the-art methods D-RS and P-RS (P-
RS+D-RS), having slightly higher matching rates above ap-
proximately Rank-60. However, the differences in performance
can be shown to be statistically identical at the 95% confidence
level using multi-comparison Analysis of Variance (ANOVA)’.
However, at lower ranks, the LGMS method outperforms even
P-RS+D-RS with a statistically significant margin. LGMS’s
matching rates also exhibit the lowest standard deviation val-
ues of all inter-modality methods, showing that the proposed
method is not highly affected by the train/test sets used in con-
trast to algorithms such as ET and P-RS+D-RS at lower ranks.
This is especially impressive considering the vast number of
images used that include sketches from the CUFSF database,
which contain several deformations and exaggerations that
make the identification task more challenging. In fact, this
can be demonstrated by the decreased performance of the
algorithms considered when compared to that reported in
literature. For example, the HAOG algorithm that was reported
to achieve a Rank-1 rate of 100% on the easier CUFS database

! Available at: http://mmlab.ie.cuhk.edu.hk/archive/facesketch.html
2 Available at: http://mmlab.ie.cuhk.edu.hk/archive/cufsf/

3 Available at: http://www.nist.gov/itl/iad/ig/colorferet.cfm
4Available at: http://www.nist.gov/itl/iad/ig/sd32.cfm

5 Available at: http:/www.nist.gov/itl/iad/ig/frgc.cfm

6 Available at: http://fei.edu.br/ cet/facedatabase.html

7 Additional results available at: http://wp.me/P6CDe8-2E

o
o
T

—+—PCA
——ET
——FEP
———LLE
——- HAOG

D-RS
—-—- P-RS
02F|.——. D-RS+P-RS
—o— ET+EP+HAOG

True Accept Rate (TAR)
o
S
T

brd
w
T

—o— D-RS+P-RS+EP
01| — % —LGMS |
— # — LGMS+EP

3 2

107 10 10°
False Accept Rate (FAR)

Fig. 2. ROC curve of the algorithms considered, averaged over 5 set splits

only managed a rate of 51.4% with an extended gallery
and additional sketches from the CUFSF database. Moreover,
LGMS outperforms P-RS and D-RS despite using LDA as the
feature projection algorithm, which is theoretically inferior but
less computationally intensive than RS-LDA as used in P-RS
and D-RS. Of course, this also holds for the method fusing
P-RS and D-RS, which is more computationally intensive than
LGMS but only exhibits similar performance at ranks 2 50.

From the results of algorithm 12 in Table I, the effectiveness
of log-Gabor filtering is clear given that the intensity features
alone are able to provide good performance. Nonetheless, the
use of MLBP yields noticeable improvements. However, the
poor results when using MLBP on the un-filtered images show
the benefit in using both the local and global texture feature
descriptors. Also, the importance in using adequate distance
or similarity measures is highlighted by the significantly
higher performance obtained using SROCC compared to the
Euclidean distance and Cosine similarity that are often used
as feature or histogram comparison measures.

The authors of [6] showed that fusion of intra- and inter-
modality algorithms can improve performance using ET, EP
and HAOG. The fusion of these methods on the large dataset
considered in this paper also yields improvement in perfor-
mance at almost all ranks. Hence, LGMS is combined with
the EP+PCA approach using min-max normalisation and sum-
of-scores fusion to determine if any performance increase can
be obtained. The resultant LGMS+EP method achieves the
best performance despite EP+PCA not being a state-of-the-
art intra-modality approach. Fusion of EP with the next-best
method, D-RS+P-RS, also achieves noticeable gains but the
resultant method is still inferior to LGMS+EP at low ranks
and in terms of the AuC, whilst also being slower to compute.

Lastly, the used images contain high variations in terms
of lighting, pose, scale, and expression since they have been
obtained from multiple databases. The good performance of
LGMS indicates that it is also robust to these factors.
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TABLE I

MEANS AND STANDARD DEVIATIONS OVER FIVE RANDOM TRAIN/TEST SET-SPLITS OF RANK RETRIEVAL RATES AND AUC. LG = LOG-GABOR.

Matching Rate (%) at Rank-N

# Algorithm N=1 N=10 N=50 N=100 N=150 N=200 AuC

1 PCA [17] 1.6240.16 525041  9.54+039 13194062 1494048 1828+0.67  0.644340.0032
2 ET (+PCA) [16] 2090+1.62 47274259  68.5942.09 76974150 81.55+1.65 85.00+1.83  0.9569+0.0029
3 EP (+PCA) [6] 2803111 54524081 73.6640.25 81164135 85444097 88.15+0.57  0.9670+0.0024
4 LLE (+PCA) [7] 20014119 54454080  73.15+0.84 80.90+1.06 85.34+1.02 88.1940.91  0.9510-£0.0065
5 HAOG [3] 51.39+0.99  66.97+0.85 79264128  85.1540.47 88.11+£0.35 89.68+0.54  0.973940.0011
6 D-RS [1], [9] 68.45+1.62 86.97+1.02 95784048 97.67+0.34 98.55+0.19 98.974+0.20  0.9946::0.0017
7 P-RS [1] 32044220 63424342  83.4942.05 89.81+£1.43 9233+0.87 93.78+0.80  0.8809+0.0101
8 P-RS + D-RS [1] 70.63+2.79 90254132 97234062 98.76+£0.38  99.35+£0.20  99.50+£0.16  0.9900+0.0031
9 ET + EP + HAOG [6] 52714274 76.64+£1.25 8851+£1.26 91.95+0.54 93.87+0.57 95.04+0.44  0.9902:£0.0011
10 P-RS + D-RS + EP 81.5340.60 9441£0.71  99.05+£0.22  99.56+0.09 99.73+0.06 _ 99.77+0.09  0.9971+0.0008

NS U MLBP & SROCC =~~~ 390.12£122  61.37+0.81  76.89+2.06 83.79+£1.59 ~87.39+£1.27 ~ 89.77+£1.09  0.963340.0090 -

12 LG & SROCC 71434078 85924068 92.65+0.67 95.1140.20  96.20+£0.20 96.91+0.25  0.993740.0006
13 LG & MLBP & Euclidean ~ 52.84+1.14 67424147 79874091 84.66:£0.94 87.35+£0.72 89.45+0.85  0.9776+0.0011
14 LG & MLBP & Cosine 73.6141.62  90.53+1.00 96.68+048 98.1740.35 98744032 99.03+034  0.9969+0.0010
IS LG & MLBP & SROCC (LGMS) ~ 81374042 93724039  97.46+0.37 98.49+0.34 98.89+0.24 99.2240.22  0.9989-:0.0003
16 LGMS + EP 85.53+£0.48 95974040 98.74+0.31 9933+0.12  99.5240.09 99.58+0.11  0.9995-0.0001

V. CONCLUSION

An approach denoted LGMS for inter-modality face photo-
sketch recognition has been proposed and evaluated. LGMS
was shown to achieve a Rank-1 rate of 81.4% that is superior
to the next-best inter-modality approach by over 10%, a
margin that is statistically significant. Its fusion with an intra-
modality algorithm yielded further improvements. The main
contributions of this paper are (i) the use of log-Gabor filters
for pre-processing, (ii) the combination of global and local
texture information via log-Gabor filtering and MLBP, (iii)
the use of SROCC for template matching, and (iv) an exten-
sive evaluation using (a) several popular and state-of-the-art
intra- and inter-modality algorithms, (b) sketches containing
shape deformations and exaggerations, and (c) a vast number
of photos to mimic mug-shot databases maintained by law
enforcement agencies more closely than typically used in
literature. Future work includes the use of forensic sketches
and images belonging to other modalities such as Near Infra-
Red, and exploitation of demographic data.
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