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ABSTRACT

In this paper we present a new mitigation technique for lost
speech frames transmitted over loss-prone packet networks.
It is based on an MMSE estimation from the last received
frame, which provides replacements not only for the LPC co-
efficients (envelope) but also for the residual signal (excita-
tion). Although the method is codec-independent, it requires
a VQ-quantization of the LPC coefficients and the residual.
Thus, in this paper we also propose a novel VQ quantization
scheme for the residual signal based on the minimization of
the squared synthesis error. The performance of our proposal
is evaluated over the iLBC codec in terms of speech qual-
ity using PESQ and MUSHRA tests. This new mitigation
technique achieves a noticeable improvement over the legacy
codec under adverse channel conditions with no increase of
bitrate and without any delay in the decoding process.

Index Terms— speech coding, frame erasure, packet loss
concealment, iLBC, LPC residual mitigation, MMSE, speech
source modeling

1. INTRODUCTION

Over the last years, Voice over Ip (VoIP) technology has expe-
rienced a tremendous growth due to the development of wire-
less networks and new applications and services, Skype being
one of the most known. Typically, these applications have
strong temporal requirements (real-time services) for which
IP networks are not prepared. Network congestion and packet
delays cause VoIP packet losses, usually in bursts, and the ef-
fects of the lost speech frames must be concealed using the
available information in order to satisfy real time constraints.
In most of the codecs this is carried out by means of a Packet
Loss Concealment (PLC) algorithm.

Modern speech codecs are based on the CELP [1] para-
digm that provides a high quality synthesis at a remarkably
low bitrate. However due to the extensive use of predictive
filters (particularly long-term prediction filters), CELP codecs
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are vulnerable to frame erasures and error propagation results
from lost or delayed frames. This is obviously a major draw-
back of these codecs when they operate over packet-switched
networks, where a single lost frame can degrade the quality
of many subsequent frames albeit these were correctly re-
ceived [2—4]. In order to solve this, the iLBC [5] codec was
developed to encode each frame independently from all other
frames, making it suitable for packet-based communications.

Regarding the loss itself, many frame-loss recovery tech-
niques have been proposed which can be broadly classified
into two classes: sender based techniques and receiver based
ones [6]. In the former, we have retransmission [6], interleav-
ing [7] and forward error correction (FEC) techniques [8, 9]
with a cost of bitrate and/or delay. In the latter, we found PLC
techniques [10, 11] which can apply repetition, interpolation
or more sophisticated regeneration techniques based on signal
models for the lost frames. In this paper we will focus on this
last approach.

A number of techniques [12-14] has already been pro-
posed for the concealment of the spectral envelope (usually
represented as Line Spectral Frequencies (LSF)) when a
speech frame is lost. However, to the authors’ best knowl-
edge, little or nothing has been done for the concealment of
the residual signal. This is mainly due to the lack of a suitable
representation for this signal. Thus in this paper we propose
a novel VQ quantization of the residuals based on the mini-
mization of the squared synthesis error. This representation
allows us to train a source-based model of the speech, which
is later used to provide replacements of the lost excitation
given the last frame received before the burst.

The remainder of this paper is organized as follows. In
Section 2, we describe our mitigation method along with the
proposed representation for the residuals. In Section 3 we de-
scribe the experimental framework and the achieved results.
Finally the conclusions are summarized in Section 4.



2. SOURCE-BASED MITIGATION OF LOST
FRAMES

When a frame erasure happens, the concealment algorithm
tries to minimize the degradation on the perceptual quality by
extrapolating and gradually muting (in the case of consecu-
tive lost frames) the speech signal. Since the speech features
change quite slowly, a frequent replacement of lost speech
frame is the last one before the burst. Nevertheless, the infor-
mation contained in the source can be exploited to get better
estimations of the lost frames. The problem is how to model
this information in an efficient way.

Assuming that the speech frame parameters (i.e. LPC co-
efficients and residuals) are VQ-quantized we can compute
the conditional probability of a certain symbol j (vector quan-
tization center ¢/ € C) at instant ¢ + [ granted that symbol i
has been previously received at instant ¢ (P (i) = jlis =
1)). In such a way, we can compute an MMSE estimation of
the lost parameters as [15]:
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where ¢€;(i) is the estimate for the [-th frame in the burst loss,
of size L, provided index (i) was the last symbol received
before it. Thus, replacement supervectors can be defined as
V(i) = (¢1(4),€2(i), ..., €1 (7)) which can be pre-computed
from a training database causing no computational burden at
the decoding stage.

In our proposal, replacement supervectors are computed
for both LPC coefficients and residuals (Vpc, Vexc) in-
dependently. When a frame is lost, VQ-indexes, 7, pc and
i1gxc, are obtained from the LPC and residual of the last re-
ceived frame and used to retrieve the corresponding replace-
ment supervectors. These are given to the decoder (without
delays) as an approximation of the LPC coefficients and the
residual of the lost frames. Figure 1 depicts this process.

The success of this method will depend on the considered
VQ-codebooks so in the next subsections the LPC and resid-
ual representation will be presented.

2.1. LPC representation

In this paper we have extracted the LPC coefficients by every
frame. These are characterized by a large dynamic range [16],
so a relatively small change in their representation will result
in a large change in the filter pole locations. This could even
lead to unstable filters and for this reason the LPC parame-
ters are rarely directly used for coding. The representation
of LPC as LSF is more practical for coding and estimation
because they exhibit the properties of ordering [12] and dis-
tortion independency [16].

In order to calculate the conditional probability of (1)
over the LPC coefficients, an LSF codebook is necessary.
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Fig. 1. Diagram of the replacement scheme for the LPC and
residuals (EXC) parameters in a burst.

This codebook is obtained by applying the generalized Linde-
Buzo-Gray (LBG) algorithm [17] over the training database.
Then, estimates ¢; (i) can be easily obtained by averaging the
LSF coefficients found at time instant ¢ + [ each time center
1 is observed at instant ¢ over the entire speech database. In
such a way, the conditional probability of (1) is not necessary
(but implicitly used) and quantization errors can be alleviated.
Once this is completed, LSF supervectors are reverted to LPC
in order to provide replacements for positions from [ = 1 to
L.

2.2. Representation and codebook generation of the
residual signal

Due to the characteristics of the residual signal we should not
directly apply the LBG algorithm because the euclidean dis-
tance does not account whether the final synthesized signal is
close to the original one or not. Because of that, we have pro-
posed an alternative application to the LBG algorithm, modi-
fying the optimal cell and center criteria.

Our goal is to get an approximation of the residual é.(n)
that minimizes the synthesis error € with respect to the target
S,s(n) defined as:

€= (h(n) * éc(n) — s.5(n))?, )
0

=
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where h(n) is the impulse response of the LP filter and N
the number of samples of the frame. The target signal is de-
fined as s.5(n) = s(n) — s,;(n) where s.;(n) is the LP fil-
ter zero-input component (removed from the original speech
signal s(n)). In such a way, the current frame excitation is
independent from the previous one.

During the optimum cell step of the LBG algorithm, we
will consider a synthesis distance defined as in (2) instead of
the euclidean one. Thus, given a residual e,, corresponding
to the m-th speech frame in the training database, this is as-
signed to a centroid ¢(*) iff € (m, V) < € (m,e)) Vi # j,
being e(m, ¢) defined as,

N—
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where h,,(n) and e,,(n) are the impulse response and the
residual of the m-frame respectively.

Once cells are filled, optimum center criterion is applied
in order to find the new centroids. Thus, given a set of frames,
M, all of them corresponding to the cell i, its optimal center
is obtained as,

c!),, = argmin < Z e(m,c)> “4)

¢ meM;

As can be argued, obtaining the optimum center through
the previous equation can be troublesome due to the convolu-
tion operation in (3). To solve this, we can consider perform-
ing the minimization in the spectral domain by applying the
DFT transform to the involved signals. In order to linearize
the implicit circular convolution, zero-padding is applied to
signals h,, and e,,, which are extended to K = 2N — 1
samples (being K the size of the DFT). Thus, we obtain the
following synthesis distance,

K-1
e(m, €)= Y (Hun(K)Ew(k) = Hu(F)C(k)*  (5)
k=0
where C = (C(0),...,C(K — 1)) is the DFT of the zero-

padded extension of ¢. It must be noted that both distances, €
and ¢, are not identical and lead to different meanings for the
residual optimization. By minimizing € we look for a residual
which, after LP filtering, is similar to the original signal, but
only over the actual N samples of the frame. On the other
hand, by minimizing £ we look for a residual signal that pro-
vides a synthesized signal spectrally similar to the original
one, that is, the optimization is not (and cannot) be limited in
time.
By using distance €, we can rewrite (4) as follows,

ijgw = argmln Z Z
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(k) — Hyn (k)C (k)
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where sums have been interchanged to remark that this ex-
pression allows us to independently optimize each DFT bin,
as quadratic distances always return positive values.

C’f, (k) = argmln Z m(
meM;
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by means of a least square error procedure as,
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The centroid /2, can be retrieved as the IDFT transform
of Csf(,w Some residuals extracted from a VQ codebook ob-

tained by the previous procedure are shown in Figure 2. As
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Fig. 2. Example of residual signals extracted from a codebook
with 1024 centroids obtained through the proposed optimal
cell and center criteria.

can be observed, voiced and unvoiced residuals can be found
in such a codebook.

Once a VQ codebook is trained for the residuals, replace-
ment supervectors Vg x o are computed for each of its cen-
ters. In contrast to LSF vectors, residuals found after every
instance of a given center ¢ are not averaged (i.e. implicit
use of euclidean distances). Instead, all these residuals are
grouped into a new set M, applying (6-8) to find its center.

3. EXPERIMENTAL FRAMEWORK AND RESULTS

In order to evaluate the performance of our proposal we use
the PESQ (Perceptual Evaluation of Speech Quality) algo-
rithm [18] and MUSHRA (MUIti-Stimulus test with Hidden
Reference and Anchors) test [19] with the iLBC standard
speech codec. The frame erasures are simulated by a Gilbert
channel with average burst lengths (ABL) from 1 to 12 and
with packet loss ratios from 10% to 50% [20]. Although this
approach is known to be a non realistic loss scenario, in this
paper we are interested in testing conditions with long bursts.
Thus in order to provide good statistics a high packet loss
ratio must be assumed.

For the PESQ test we have considered a subset of the
TIMIT database [21], downsampled at 8 kHz and composed
by a total of 1328 sentences (928 for training and 450 for test)
uttered by a balanced number of male and female speakers.
In order to apply the PESQ test, the sentences uttered by a
same speaker were joined to obtain longer utterances of ap-
proximately 7 s. The scores obtained for every test sentence
are weighted by their relative length in the overall score.

For the MUSHRA evaluation, listeners must compare the
standard PLC with our proposal by assessing the signal qual-
ity obtained for each test item in comparison with a reference
(unprocessed signal) and an anchor (degraded signal with loss
ratio of 50% and ABL of 12). For this test, the listeners
only evaluated 4 different channel conditions (packet loss ra-
tios of 10% and 30% and ABL of 4 and 12 ), where items
were obtained from the phonetic Albayzin database [22]. This



iLBC | ABL | 10% 20% 30% 40% 50%
1 |3,138 2805 2,577 2372 2,199
2 2992 2,548 2254 2,033 1,866
4 2955 2469 2,107 1,854 1,627
8 | 3013 2482 2084 1,789 1552
12 [3,033 2504 2,094 1,761 1,526
SBR | ABL | 10% 20% 30% 40% 50%
1 [ 3,065 2,748 2479 2281 2,058
2 | 2974 2,543 2259 2,037 1,869
4 12962 2,606 2354 2,127 1,971
8 | 3,017 2651 2408 2,195 1,997
12 |3,037 2694 2469 2242 2,019

Table 1. Average PESQ scores obtained for iLBC codec and our
proposal (SBR) under different channel conditions.

MIXED | ABL | 10% 20% 30% 40% 50%
1 3,138 2,805 2,577 2372 2,199
2 2,992 2,550 2,261 2,040 1,882
4 3,011 2,617 2,387 2,189 2,005
8 3,056 2,732 2442 2229 2,021
12 | 3,109 2,756 2,521 2,318 2,093

Table 2. Average PESQ scores obtained for the mixed (MIXED)
approach under different channel conditions.

database was selected in order to provide listeners with sen-
tences in their native language (Spanish). The selected ut-
terances are phonetically balanced and uttered by female and
male speakers in the same proportion.

The speech source model is trained over the TIMIT train-
ing set described above, considering frames of N = 160
samples. The codebooks obtained for LPC and residual, in
which we consider K = 512 for the optimization process,
have a size of C= 210 centroids. With those codebooks it is
possible to determine which centroid corresponds to the LPC
and residual parameters of the last correct frame and select
the next L = 20 subsequent replacement vectors (Figure 1).
Those replacements vectors allow us to regenerate the lost
frames. The LPC replacement matrix size is C x L x p, where
p = 10 is the number of LPC coefficients, and the residual
replacement matrix size is CxL x N. As can be noted, it is
a considerable amount of required memory but is still afford-
able for currently available devices.

In this paper we have tested the iLBC standard codec
(15.2 Kbits/s) as baseline (iLBC) with our proposal (PROP)
where the replacement supervectors Vg xc are used. As we
can see in Table 1, our Source Based Reconstruction (SBR)
achieves similar or better performance than iLBC in all chan-
nel conditions when we have long bursts (ABL > 2). This
can be explained by the fact that it is statistically preferable
to repeat the last LPC and residual parameters for the first
lost frame, since the proposed mitigation method is based on
quantization indexes that incur in a quantization error (which
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Fig. 3. MUSHRA scores obtained for iLBC codec and mixed
approach.

can lead to a bad estimation of the first frame respect to a
simple repetition).

In order to assure the improvement with any burst length
we have chosen a simple approach consisting of a mixed
scheme (MIXED). In this approach, repetition is applied over
the two first consecutive lost frames (iLBC PLC), while the
following in the burst are replaced by our mitigation method
(PROP). Table 2 shows the PESQ results obtained through
this mixed approach. As can be observed this mixed method
provides the best scores over all the different channel condi-
tions.

The results from the MUSHRA test are shown in Fig-
ure 3 where confidence intervals have been set to 95%. We
can also observe that the mixed method (MIXED) achieves
the best results in the simulated channel conditions. It must
be noted that although the testing database is in Spanish, the
used speech model and codebooks are the same than that from
the PESQ evaluation (trained over the TIMIT database). This
confirms some degree of independence in our proposal re-
garding the speakers and the used language during training.

Finally, it must be noted that our proposal achieves a sig-
nificant increase on objective and subjective quality without
incurring in neither bitrate increase nor delay. In addition,
it has a low computational cost at the receiver due to the re-
placement supervectors are pre-computed.

4. CONCLUSIONS

In this paper we have applied an error mitigation technique
which allows to conceal the effects of erasured frames, caused
by a burst of lost packets, using replacement vectors for the
LPC and residual parameters.

In order to obtain the replacement vectors, a model of
the speech source is exploited by an MMSE estimation. To
this end, we have computed separated codebooks for LPC pa-
rameters and residuals. For the residual we have developed a
modified quantization scheme with a different optimum cell
and center criteria that minimize the synthesis error.



The objective quality tests have shown the suitability of
our technique in adverse channel conditions, particularly with
long bursts. In order to confirm the improvement with any
burst length we have proposed a mixed scheme based on the
iLBC PLC algorithm for the two first consecutive lost frames,
while the following in the burst are replaced by our mitigation
method.

The replacement vectors are precomputed so there is not
any increase of the bitrate or delay in the decoder. Also, al-
though it has been tested over iLBC, it could be also applied
over other speech codecs (e.g. AMR, G729 or MELP).
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