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TEMPORALLY AND SPATIALLY VARYING IMAGE BASED LIGHTING USING HDR-VIDEO
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ABSTRACT
In this paper we present novel algorithms and data structures
for capturing, processing and rendering with real world light-
ing conditions based on high dynamic range video sequences.
Based on the captured HDR video data we show how tradi-
tional image based lighting can be extended to include illu-
mination variations in both the temporal as well as the spatial
domain. This enables highly realistic renderings where tradi-
tional IBL techniques using a single light probe fail to capture
important details in the real world lighting environment. To
demonstrate the usefulness of our approach, we show exam-
ples of both off-line and real-time rendering applications.

Index Terms— HDR video, image based lighting

1. INTRODUCTION

The production of photo-realistic computer graphics render-
ings, seamlessly merging synthetic objects into partly or en-
tirely virtual environments, is becoming increasingly impor-
tant in many application areas. Accurately modeling synthetic
lighting to match that of the real environment is a difficult
and time consuming challenge. This has motivated the devel-
opment of image based lighting (IBL) techniques [1], where
the light in real world scenes is captured using high dynamic
range (HDR) imaging and used as a source of illumination in
renderings. The ease of use and high quality results have now
made IBL a standard tool in most production workflows.

A fundamental limitation of IBL, however, is that it cap-
tures the lighting as a spherical distribution at a single point
in the scene at a single instant in time. This means that it can-
not capture how light varies from location to location or over
time. The reason for this is that IBL is traditionally based on
still HDR image input. In this paper, we present methods for
capture and rendering with real world lighting exhibiting de-
tailed variations in the temporal or spatial domain including:
formulations of IBL taking into account the temporal and spa-
tial domains in a formalized way, an interactive approach for
scene modeling and extraction of light sources for spatial IBL,
and an overview of a systems pipeline for HDR-video based
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search (SSF) through grant IIS11-0081, Linköping University Center for In-
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video, and the Swedish Research Council through the Linnaeus Environment
CADICS.

IBL. No previously described method is capable of capturing
and reproducing the angular, spatial and temporal variation in
the scene illumination in comparable detail.

2. BACKGROUND

The key idea behind IBL [1] is to capture panoramic HDR
images in real scenes and use this information as source of
illumination during rendering. This is illustrated in Figure 1a.
Each pixel in the panoramic HDR light probe image can be
thought of as a a measurement of the radiance incident from a
direction ω⃗i in the real scene. For simplicity we consider only
direct illumination here. The appearance of each point x on
the virtual objects in the scene can be described as:

L(x, ω⃗o) =

∫
Ω

LIBL(ω⃗i)ρ(x, ω⃗i, ω⃗o)V (x, ω⃗i) ⟨n⃗, ω⃗i⟩ dω⃗i (1)

where ω⃗o is the outgoing direction from the point x i.e.
towards the camera, LIBL(ω⃗i) is the spherical radiance distri-
bution captured in the light probe over the spherical domain
Ω, and V is the visibility function (if the IBL environment is
visible in the direction ω⃗i from a point x, then V = 1 other-
wise V = 0). The BRDF, ρ, describes how radiance incident
from a direction ω⃗i is scattered by the material towards the
outgoing direction ω⃗o, and ⟨n⃗, ω⃗i⟩ is the falloff as a function
of the angle between ω⃗i and the surface normal n⃗.

In traditional IBL, the captured radiance distribution LIBL
is independent of x and cannot recreate spatial variations in
the real scene illumination. The main reason for this is that
HDR image capture has been difficult and time consuming.
Most HDR capture techniques are based on fusing different
exposures captured with e.g. different exposure time [2]. This
requires both the scene and the camera to be stationary over
the duration of the entire capture. One of the key contribu-
tions in this paper is to formalize the transition from using
still HDR panoramas to the use of HDR-video input.

The temporal IBL described in Section 4 is, similarly
to [3], using a single or possibly a few filtered panoramic
HDR frames at each time step. In contrast to previous work,
however, we use high quality HDR-video captured in real
scenes as input instead of simulated video. Using techniques
adopted from pre-computed radiance transfer (PRT) [4], we
also extend this to real-time processing and rendering. The
spatial IBL described in Section 5 relies on reconstructing a
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Virtual scene
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camera
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(a) Lighting is captured as a 360◦ HDR panorama and used during
rendering

(b) IBL rendering of the buddha model

Fig. 1. a) The scene lighting is captured as a panoramic HDR image
(right) and used as source of illumination during rendering (left). b)
IBL produces highly realistic renderings.

geometric model of the scene onto which the radiance infor-
mation captured in the HDR-video is reprojected. For this,
we combine automatic scene reconstruction methods based
on structure from motion [5, 6] with a visualization and in-
teraction scheme inspired by synthetic aperture imaging [7].
This enables full control over the reconstruction process and
allows the user to rapidly edit or model parts of the scene.
Our approach is inspired by incident light fields [8, 9], but ex-
tends these ideas with tools for rapidly building fully general
and significantly more detailed representations of the spatial
and angular variations in the scene lighting.

3. HDR-VIDEO CAPTURE

HDR-video is a rapidly emerging field and a number of dif-
ferent capture methods have been proposed [10]. Although
there are sensors, e.g. with logarithmic response, that can
capture the full dynamic range in most scenes, the currently
best camera systems in terms of resolution, noise characteris-
tics, and overall image quality are based on setups with mul-
tiple, synchronized sensors that simultaneously capture dif-
ferent exposures of the scene [11, 12]. Such high resolution
HDR-video is what enables the capture of the lighting infor-
mation required for temporal and spatial IBL.

The HDR-video sequences used in the experiments de-
scribed in this paper were captured using two different camera

(a) HDR-video cameras

Se
ns

or
 3

Se
ns

or
 3

Sensor 1

Relay optics

Beam
splittersSe

ns
or

 2

Se
ns

or
 3

Sensor 4

(b) Light probe setup and multi-sensor layout

Fig. 2. a) The two HDR-video cameras used in the experiments. b)
In our multi-sensor setup, the light incident onto the front lens is dis-
tributed onto four sensors with different ND-filters. HDR panoramas
are captured through the reflection in a mirror sphere.

setups, see Figure 2a. The first setup, described in [13, 14],
is implemented around the Ranger C55 camera platform from
SICK-IVP. The camera micro-code was modified to support
sequential HDR-capture with per-pixel minimal time dispar-
ity between the exposures. This rolling shutter camera ex-
hibits a dynamic range of 23 f -stops at 25 fps with a resolution
of 960×512 pixels . The second setup, described in [12], is a
multi-sensor setup with four high quality, global shutter Ko-
dak KAI-04050 CCD sensors with a resolution of 2336×1752
pixels. A common front lens projects the incident light dis-
tribution via a custom built relay-lens onto a beam-splitter
arrangement that distributes the light onto the four synchro-
nized sensors as illustrated in Figure 2b. The raw sensor data
is streamed to a host computer where it is processed on the
GPU into final HDR images and written to disk. The 12 bits
linear A/D conversion of the sensors in combination with the
different ND-filters yield a dynamic range of 24 f -stops. The
dynamic range can be extended further by running the sen-
sors with different integration times. This system allows for
capture of 4 Mpixel HDR-video at up to 32 fps. To capture
HDR panoramas we use a mirror sphere setup, depicted in
Figure 2b, with a near 360◦ image of the environment.

4. TEMPORAL IMAGE BASED LIGHTING

To extend IBL to include the temporal domain, we capture
panoramic HDR-video sequences and switch the lighting
environment for each rendered frame. If the HDR-camera
moves along a path in the scene, the rendered objects will
appear as they are following the same path. Extending equa-
tion 1, this can be described as:

L(x, ω⃗o, t) =

∫
Ω

LT (ω⃗i, t)ρ(x, ω⃗i, ω⃗o)V (x, ω⃗i)⟨n⃗, ω⃗i⟩ dω⃗i (2)

where LT (ω⃗i, t) describes the angular radiance distribu-
tion at each time step t. The temporal sampling at time steps
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Fig. 3. a) An example panoramic HDR-Video sequence. Each
rendered frame use and individual lighting measurement. To avoid
flickering it is useful to apply temporal filtering over a few frames. b)
For each frame, our setup synchronously captures both a panoramic
lighting measurement and a high resolution backplate.

t = t0, t1, ...tn is discretized corresponding to the frame rate
of the HDR-camera as illustrated in Figure 3a. Our capture
setup for temporal IBL, shown in Figure 3b, consists of two
synchronized cameras: one HDR-video camera capturing the
spherical lighting distribution, LT , and one camera capturing
high resolution backplates.

High frequency changes in the time domain, e.g. rapid
motion in an out of shadows, may lead to flickering artifacts
in the rendered images. This is because we, at each time
step, use only a single angular radiance distribution for the
entire virtual scene. This is similar to traditional IBL. It is
therefore useful to apply filtering to smooth out rapid changes
in the temporal domain as illustrated in Figure 3b. In our
pipeline, we normally use a gaussian or triangular filter over
3-5 frames. Figure 4 displays three frames from a sequence
using temporal IBL rendering. The dynamic HDR environ-
ment used to illuminate the virtual helicopter is shown in the
upper left corner in each frame. For efficient sampling of the
lighting environment during rendering, we use a sequential
Monte-Carlo approach [3], taking into account the coherency
between frames in the HDR-video sequences.

To enable real-time rendering we use a GPU based al-
gorithm for fast spherical harmonics (SH) projections of the
captured light probe frames [15]. By pre-computing SH pro-
jections of the material and local visibility on the virtual ob-
jects we use techniques from pre-computed radiance transfer,
see [4], to enable real-time rendering with streaming high res-
olution (1700× 1700 pixels) HDR-video input.

Frame 359

Frame 730

Frame 1011

Fig. 4. Three frames from a video sequence of a virtual helicopter
rendered using temporal IBL. The lighting measurement used in
each frame is shown i the left upper corner.

5. SPATIALLY VARYING IMAGE BASED LIGHTING

To extend IBL to include detailed spatial variations in the il-
lumination, we assume that the scene is stationary during the
duration of the capture. The goal is to reconstruct a geomet-
ric model of the scene onto which the radiance information
captured in the panoramic HDR-video sequences can be re-
projected and stored as HDR-textures representing both the
surfaces in the scene as well as the direct light sources. A
scene is, as illustrated in Figure 5a, built from a combination
of both panoramic HDR-video sequences captured using the
mirror sphere setup and high resolution HDR-video frames
captured without the mirror sphere. The position and orien-
tation of each image is estimated using external tracking sys-
tems. For tracking we use both a 1.5×1.5×1.5 m translation
stage with an accuracy in the order of 0.1 mm as well as opti-
cal tracking based on external cameras and tracking markers.

Based on the image data we compute two different data
sets, see Figure 5b. The first is a dense point cloud that de-
scribes the scene geometry. The point cloud is estimated us-
ing state-of-the-art structure from motion techniques [5, 6]
based on the “ordinary” HDR-video frames. The second data
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HDR video sequences
Light 
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(a) A scene is captured using HDR-video sequences and panoramas

Focal volumePoint cloud

(b) Point cloud and focal volume

(c) Illustration of a focal surface swept through the scene

(d) Interactive light source extraction

Fig. 5. Overview of the different steps in our capture and processing
pipeline for spatially varying IBL

set is a volumetric representation of how the scene radiance
varies in the scene computed from the panoramic HDR-video
sequences. We refer to this data set as a focal volume. Each
pixel in each HDR panorama corresponds to a radiance sam-
ple l captured at a certain (known) position xl and direction ω⃗l

in the scene. The focal volume is constructed by tracing each
captured radiance sample, l, through the volume from its cap-
ture position, xl, along its direction ω⃗l. At each voxel in the
volume we compute the mean value of all radiance samples
that intersects it.

A focal volume can be thought of as a large synthetic aper-
ture projection using a 3D aperture of the size and shape of

the capture region. This 3D data set allows the user to rapidly
improve the estimate from the point cloud, or model parts of
the scene by hand. A surface placed inside the volume can be
thought of as a focal surface. Points on a focal surface that
coincide with a surface in the real scene will be in focus, but
will rapidly go out of focus with increasing distance to the
real surface. Due to the HDR nature of the data, light sources
will be represented by high intensity voxels that can be eas-
ily thresholded to segment out the direct light sources in the
scene. Figures 5c displays examples captured during interac-
tive modeling of an example scene. Due to the large synthetic
aperture, the depth of field is very narrow, and objects in the
scene cause strong and robust local focus maxima.

As demonstrated by [9], it is important to extract the light
sources in the scene so that they can be labeled and sampled
efficiently during rendering. Figure 5d shows the final ge-
ometry recovered from the scene and how the light sources
are robustly revealed as high intensity cones in the volume.
This enables well-defined segmentation of the voxels corre-
sponding to each light, and makes it possible to extract its
position and spatial extent using spatial selection and thresh-
olding. As the cone converges, the voxel intensities increase
to a distinct maximum at the position of the light source.
From a user-specified position on the cone and a threshold,
the conic region is segmented using either region-growing or
manual selection in the modeling software. The orientation
of the cone is analyzed using principal component analysis,
and a plane orthogonal to the strongest principal component
is constructed at the cone apex, covering the extent of the light
source as specified by the user.

In a final step, the captured radiance samples, l, are re-
projected onto the recovered geometry where they are stored
as HDR textures. During rendering of a point x on an ob-
ject, the recovered model is used to estimate the incident ra-
diance. This is carried out by tracing rays towards the recov-
ered model of the real scene. The geometric and radiometric
model describes both the spatial and angular variations in the
lighting, and the rendering integral can be formulated as:

L(x, ω⃗o) =

∫
Ω

LS(x, ω⃗i) ρ(x, ω⃗o, ω⃗i) ⟨n⃗, ω⃗i⟩ dω⃗i (3)

where LS(x, ω⃗i) describes how the radiance distribution
varies across the scene, here including both the captured envi-
ronment and virtual objects. Figure 6a shows a photo-realistic
rendering of virtual furniture placed into the recovered scene
from Figure 5. As demonstrated in Figure 6b, it is also pos-
sible to change the appearance of the scene by e.g. replacing
the back wall. The figure also shows a comparison between
using our approach and traditional IBL. It is evident that spa-
tially varying IBL enables a higher degree of visual realism.

6. CONCLUSION AND FUTURE WORK

This paper presented a set of algorithms and a framework ex-
tending traditional IBL to include the temporal and spatial do-
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(a) Photo-realistic rendering using spatial IBL

(b) Comparison of spatial IBL vs. traditional IBL with single light probe

Fig. 6. a) Rendering of virtual furniture against a photographic
backdrop. The objects are illuminated by the recovered model from
the scene displayed in Figure 5a. b) Comparison between spatially
varying IBL (left) and traditional IBL (right). The spatial variations
in the illumination plays a key role in the realism and visual richness.

mains. Our pipeline includes tools for measuring the scene il-
lumination as HDR panoramas, algorithms for processing the
data and data structures for efficient scene reconstruction. We
have demonstrated how our methods can be applied to both
high quality off-line rendering for special effects and product
visualizations, as well as for real-time rendering.

Our approach is limited in that it cannot capture both the
temporal and spatial domains simultaneously. For capture of
spatial lighting variations, we need to fix time by keeping the
scene stationary. In future work we will adress the challenge
of efficient capture and rendering with real world lighting ex-
hibiting variations in both the spatial and temporal domains.
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