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ABSTRACT

Mobile wideband speech communication (HD Voice) is more and

more available in the past years, primarily in 3G networks. The

specifics of mobile communication — even if it is packet-switched

— is that received frames with residual bit errors after channel de-

coding must not necessarily be marked as lost, instead they may be

marked as bad (bad frame indicator, BFI). In this work we present

how to exploit the information of a soft input (i. e., a log-likelihood

ratio input) within the Adaptive Multirate Wideband (AMR-WB)

speech decoder, allowing a more robust error concealment as com-

pared to the 3GPP Recommendation. Log-likelihood ratios may be

taken from a soft-output channel decoder, or, as in our generic sim-

ulation, directly from the demodulator, without the need of a BFI.

Since error concealment is non-mandatory, chipset manufacturers

are free to implement this alternative speech decoding scheme still

in a standard-compliant fashion.

Index Terms— AMR-WB, error concealment, soft-decision de-

coding, parameter estimation

1. INTRODUCTION

Roughly 150 years after the invention of the telephone, we are still

widely used to narrowband speech communication with frequencies

in the range of about 300 . . . 3400 Hz. With the standardization

of the Adaptive Multirate Wideband (AMR-WB) speech coder in

3GPP [1] in 2001, the path was paved for a much better speech

quality and intelligibility in mobile speech communication by trans-

mission of the wideband speech frequency range of 50 . . . 7000 Hz

— both in GSM, and in 3G WCDMA networks. Known as HD

Voice, wideband speech services have now been introduced in

roughly 50 mobile networks in about 40 countries [2, 3]. While

users in these networks may indeed enjoy the improved speech

quality, error robustness in adverse transmission conditions again

comes into the focus: Higher quality expectations in consequence

also call for improved coverage in these cases. However, compared

to the respective narrowband speech service supported by the Adap-

tive Multirate (AMR) speech coder, error robustness is roughly the

same, when comparing the widely employed 12.65 kbps mode of

AMR-WB [1] with the widely used 12.2 kbps mode of AMR [4].

Several error concealment schemes have been proposed for plain

speech waveform transmission [5], for ADPCM-coded speech [6,7],

and for hybrid speech coders such as GSM [8, 9], GSM Enhanced

Fullrate [10], AMR [11], and AMR-WB [12]. The aforementioned

schemes do only rely on a bad frame indicator (BFI), while other

schemes already use some kind of soft information from the previ-

ous stage (either demodulator or channel decoder) [13–15]. In the

90’s, Fingscheidt and Vary introduced the soft-decision speech de-

coding paradigm [16,17] allowing to exploit so-called log-likelihood

ratios (LLRs) obtained from the demodulator or from some soft-

output channel decoding scheme [13, 18]. It made use of soft in-

formation in the whole chain of receiver blocks including speech de-

coding/error concealment. This concept was applied to G.726 AD-

PCM [19], A-law PCM and GSM Fullrate speech coding [17], high-

quality PCM audio [20], up to distributed automatic speech recogni-

tion (DSR) [21, 22]. Recently much research focused on joint or it-

erative source-channel coding with soft-decision reconstruction, for

example, MELP speech coding [23] or image and video coding in

JPEG 2000 [24] and H.264/AVC [25], respectively.

Intraframe and interframe residual redundancy is exploited

in an MMSE-based decoder utilizing soft decisions within GSM-

AMR [26], however, only the line spectral frequency (LSF) param-

eters have been regarded (compare to [27]). In 2007, an AMR-WB

speech decoder was proposed utilizing soft input and providing soft

output [28,29], the latter calculated as extrinsic LLRs employing the

approach presented in [30]. The soft-output (i. e., extrinsic LLRs)

is also required for the channel decoder in [28, 29]. These iterative

source-channel decoding approaches, however, do not exploit 1st-

order a priori knowledge for the reconstruction of the pitch delay

parameter. Moreover, in [28, 29] results are presented only for the

less-used modes 15.85 kbps and 23.05 kbps.

In this paper, we adopt the soft-decision speech decoding frame-

work from [17] and apply it to the AMR-WB speech codec. The

parameters consisting of immittance spectral pair (ISP) vectors,

vector-quantized gains, and the adaptive codebook index (pitch

delay) are reconstructed with appropriate parameter estimators in

a soft-decision decoding framework. Moreover, we show how to

use 1st-order a priori knowledge (AK1) for parameters with an

alternating number of bits and for split-multistage vector-quantized

parameters (ISPs).

The paper is organized as follows: In Section 2, we will present

our soft-decision decoding approach applied to AMR-WB, Section 3

describes the reference AMR-WB error concealment. Simulation

results for the prominent 12.65 kbps mode are discussed in Section 4.

Finally, some conclusions are drawn in Section 5.

2. AMR-WB SOFT-DECISION ERROR CONCEALMENT

2.1. Overview

In this paper, the channel model for speech transmission is described

as an equivalent channel, which comprises modulation and (soft)

demodulation with or without channel coding. The block diagram

of the entire simulation setup depicted in Fig. 1 generically repre-

sents a mobile speech communication system such as GSM, UMTS,
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Fig. 1: Block diagram with the hybrid speech encoder, equivalent

channel, and soft-decision speech decoder.

or LTE. The 16-bit linear encoded PCM speech samples sn with

sample index n ∈ {0, 1, . . .} are analyzed to extract a parame-

ter set uℓ = (uℓ,1, uℓ,2, . . . , uℓ,Np) with Np being the number of

parameters in this parameter set (e. g., ISP vector), or certain pa-

rameters vλ, wλ (e. g., pitch delay and vector-quantized gains) in

the encoder, with ℓ ∈ {1, 2, . . .} being the speech frame index

and λ ∈ {1, 2, . . .} being a global subframe index. A parame-

ter can be scalar- or vector-quantized according to a correspond-

ing quantization codebook and can be expressed by the correspond-

ing codebook index i ∈ {0, 1, . . . , 2M − 1} using M bits. Af-

ter quantization, the quantized parameter is represented by the bit

combination1
xℓ = (xℓ(0), xℓ(1), . . . , xℓ(m), . . . , xℓ(M−1)) with

xℓ(m) ∈ {−1,+1}. Thereafter, the bit combinations of all codec

parameters are multiplexed and transmitted. The log-likelihood ra-

tios (LLRs) of each received bit x̂ℓ(m) ∈ {−1,+1} are

L(x̂ℓ(m)) = 4 ·
Eb

N0
· a · yℓ(m) , (1)

with a being the fading factor of the channel, yℓ(m) being the re-

ceived real-valued sample (i. e., xℓ(m) is distorted by additive white

Gaussian noise), and Eb/N0 being the ratio of the bit energy to the

spectral noise density, x̂ℓ(m) = sign(L(x̂ℓ(m))) = sign(yℓ(m)), re-

spectively. As a result, a bit error probability can be obtained for

each parameter bit m in frame ℓ according to

pe,ℓ(m) =
1

1 + exp(|L(x̂ℓ(m))|)
. (2)

Furthermore, without too much loss in practice [17], a memory-

less channel is assumed in our equivalent channel. The transition

probabilities, which determine the probabilities of a received bit

combination x̂ℓ, given a possibly transmitted bit combination x
(i)
ℓ

with i = 0, 1, . . . , 2M−1, can be formulated by

P(x̂ℓ|x
(i)
ℓ ) =

M−1
∏

m=0

P(x̂ℓ(m)|x
(i)
ℓ (m)) , (3)

with x
(i)
ℓ (m) being a possibly transmitted bit. Furthermore, using

(1) and (2), P(x̂ℓ(m)|x
(i)
ℓ (m)) can be computed as

P(x̂ℓ(m)|x
(i)
ℓ (m))=

{

1− pe,ℓ(m), if x̂ℓ(m)=x
(i)
ℓ (m),

pe,ℓ(m), else.

2.2. A Posteriori Probabilities

Conventional hard-decision decoding adopts inverse bit mapping

in the speech decoder only utilizing the bit combination x̂ℓ that is

received by the decoder. No soft information obtained from the

channel is exploited during hard-decision decoding. In contrast,

1Without loss of generality, in the Section 2.1 and Section 2.2, we assume
a frame-based parameter (index ℓ) being transmitted.

for soft-decision decoding, bit error probabilities are employed to

compute a posteriori probabilities P(x
(i)
ℓ |x̂ℓ, x̂

ℓ−1
1 ), which describe

probably transmitted bit combinations x
(i)
ℓ given the bit combina-

tions x̂
ℓ
1 = (x̂ℓ, x̂

ℓ−1
1 ) = (x̂ℓ, x̂ℓ−1, . . . , x̂1) received in frames

1, 2, . . . , ℓ. Generally, the quantized parameter can be regarded as

an output of an N th-order Markov process. Accordingly, a 0th-

order Markov process leads to 0th-order a priori knowledge P(x
(i)
ℓ )

(AK0), a 1st-order Markov process leads to 1st-order a priori knowl-

edge P(x
(i)
ℓ ,x

(j)
ℓ−1) or P(x

(i)
ℓ |x

(j)
ℓ−1) (AK1), where x

(i)
ℓ and x

(j)
ℓ−1

denote the bit combinations from the current and previous frames,

respectively (the term j has the same range as i). In order to obtain

this a priori knowledge, a large speech database is required to be

processed by the speech encoder beforehand. Thereafter, the occur-

rence frequency distribution of different pairs of output symbols is

counted and normalized. The AK0 term can then be obtained from

P(x
(i)
ℓ ) =

2M−1
∑

j=0

P(x
(i)
ℓ ,x

(j)
ℓ−1) . (4)

According to the chain rule, the AK1 term can be computed as

P(x
(i)
ℓ |x

(j)
ℓ−1) =

P(x
(i)
ℓ ,x

(j)
ℓ−1)

∑2M−1
k=0 P(x

(k)
ℓ ,x

(j)
ℓ−1)

. (5)

Accordingly, applying AK0 knowledge as calculated in (4), the a

posteriori probabilities can be computed as

P(x
(i)
ℓ |x̂ℓ, x̂

ℓ−1
1 ) =

1

C
· P(x̂ℓ|x

(i)
ℓ ) · P(x

(i)
ℓ ) , (6)

with C normalizing the sum over the a posteriori probabilities to

one. Correspondingly, applying AK1 as calculated in (5), the a pos-

teriori probabilities can be computed, respectively, as [17]

P(x
(i)
ℓ |x̂ℓ, x̂

ℓ−1
1 ) =

1

C
· P(x̂ℓ|x

(i)
ℓ ) ·

2M−1
∑

j=0

P(x
(i)
ℓ |x

(j)
ℓ−1)

· P(x
(j)
ℓ−1|x̂ℓ−1, x̂

ℓ−2
1 ) .

(7)

2.3. Parameter Estimation in AMR-WB

After the a posteriori probabilities for each received bit combina-

tion in every frame or subframe have been determined, each param-

eter can be estimated according to the corresponding quantization

codebook either by minimum mean-square error (MMSE) estima-

tion or by maximum a posteriori (MAP) estimation [31]. There

are nine speech coding modes in AMR-WB [1] with bit rates rang-

ing from 6.6 kbps to 23.85 kbps. We focus our investigations on the

12.65 kbps mode. As will be shown, soft-decision decoding of other

modes can be implemented straightforwardly.

Each 20-ms frame consists of four subframes. As mentioned be-

fore, speech signals are analyzed in the AMR-WB encoder to extract

various parameters. These parameters include the immittance spec-

tral pair (ISP) vectors uℓ and a voice activity detector (VAD) flag

for each frame, and adaptive codebook indices (pitch delay) vλ, an

LTP filtering flag (except for the two lowest bitrate modes), fixed (al-

gebraic) codebook indices, the vector-quantized adaptive codebook

gain (pitch gain) and the fixed codebook gain wλ for each subframe.

2.3.1. Immittance Spectral Pair (ISP) Vector

For quantization purposes, the linear predictive (LP) filter coeffi-

cients are transformed to immittance spectral pairs (ISPs). A com-

bination of multistage vector quantization (MSVQ) and split vec-

tor quantization (SVQ) is used to quantize the residual ISP vector.
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Fig. 2: Training of the pitch delay a priori knowledge: Generation

of the AK1 matrix for odd (a) and even (b) subframes.

Quantization is done as follows: The residual ISP vector consisting

of 16 samples is split into two subvectors of 9 and 7 dimensions,

respectively. Each subvector is quantized in two different stages,

both with 8 bits in the first stage. In the second stage, the quan-

tization error vectors are split into three subvectors (6 bits, 7 bits,

and 7 bits, each with 3 dimensions, respectively) and two subvectors

(3 and 4 dimensions, both with 5 bits) [1]. As a result, according

to (6), (7), we have in total seven subvectors with 256, 256, 64, 128,

128, 32, 32 a posteriori probabilities, respectively. The simulation is

done for all seven subvectors in parallel, therefore (6), (7) are com-

puted seven times in each frame with M ∈ {8, 8, 6, 7, 7, 5, 5}, re-

spectively. The results from several simulations using MMSE and

MAP estimation showed that the appropriate estimator for a certain

ISP subvector u′

ℓ is the MMSE estimator, which is given as:

û
′

ℓ =
2M−1
∑

i=0

u
′(i)
ℓ · P(x

(i)
ℓ |x̂ℓ, x̂

ℓ−1
1 ) . (8)

2.3.2. Adaptive Codebook Index (Pitch Delay)

For the pitch delay in the AMR-WB 12.65 kbps mode, a number of

9 bits and 6 bits, respectively, are used for odd and even subframes.

In odd subframes, a fractional pitch delay with a total of 512 values

in the range of [34, 231] is used.

In even subframes, the relative difference to the previous frame

(i. e., an odd subframe) is encoded, with the pitch delay being in the

range [T1 − 8, T1 + 7 1
2
], with an interval of 1

2
, and T1 being the

nearest integer to the pitch delay of the previous subframe, respec-

tively [1]. Accordingly, 512 and 64 a posteriori probabilities are

required for odd and even frames, respectively. In order to achieve

better quality, the right-hand-side past a posteriori probability term

in (7) is taken from the last odd (9 bits) subframe, for computing

the left-hand-side a posteriori probability in (7) for both odd and

even subframes. As a result, a rectangular AK1 matrix with the size

of 512×64 is used for even subframes, while the size of the AK1

matrix in odd subframes remains 512×512. Correspondingly, the

1st-order a priori knowledge P(x
(i)
ℓ |x

(j)
ℓ−1) from (7) is required to

be computed separately in a training process as presented in Fig. 2:

The odd subframes are counted in pairs (λ = 1 and λ = 3; λ = 3
and λ = 5; . . . ) for the calculation of the 512×512 AK1 matrix; the

even subframes are counted in pairs (λ = 1 and λ = 2; λ = 3 and

λ = 4; . . . ) for the calculation of the 512×64 AK1 matrix.

The equation of computing a posteriori probabilities of odd sub-

frames (λ = 1, 3, 5, . . .) is as follows (recursion as (7)!) :

P(x
(i)
λ |x̂λ, x̂

λ−2
1 ) =

1

C
· P(x̂λ|x

(i)
λ ) ·

511
∑

j=0

P(x
(i)
λ |x

(j)
λ−2)

· P(x
(j)
λ−2|x̂λ−2, x̂

λ−4
1 ) ,

(9)

with i ∈ {0, 1, . . . , 511} and x̂λ being the received bit combination

of the odd subframe at the current global subframe index λ.

The equation of computing a posteriori probabilities of even

subframes (λ = 2, 4, 6, . . .) is as follows (no recursion!) :

P(y
(i)
λ |ŷλ, x̂

λ−1
1 ) =

1

C
· P(ŷλ|y

(i)
λ ) ·

511
∑

j=0

P(y
(i)
λ |x

(j)
λ−1)

· P(x
(j)
λ−1|x̂λ−1, x̂

λ−3
1 ) ,

(10)

with i ∈ {0, 1, . . . , 63} and ŷλ being the current received bit com-

bination of the even subframe at index λ, and x̂λ−1 being the bit

combination of the previous odd subframe at index λ−1. Note that

the right-hand-side a posteriori probability term in (10) equals the

left-hand-side a posteriori probability term in (9) in the last sub-

frame λ−1. Furthermore, the MAP estimator is adopted to compute

the estimated pitch delay as:

v̂λ = v
(iopt)

with iopt = argmax
i

P(i) , (11)

with P(i) being the a posteriori probability either from (9) or (10).

2.3.3. Vector-Quantized Gain (VQ Gain)

The adaptive codebook gain and the correction factor, which is the

ratio between an estimated algebraic codebook gain and the true al-

gebraic codebook gain, are vector-quantized (two-dimensional vec-

tor quantization) using a 7-bit codebook in each subframe [1]. There-

fore, 128 a posteriori probabilities are required to estimate ŵλ com-

prising both gain and correction factor. The estimation of ŵλ can be

carried out using the MMSE estimator:

ŵλ =
127
∑

i=0

w
(i)
λ · P(x

(i)
λ |x̂λ, x̂

λ−1
1 ) . (12)

2.3.4. Other Parameters

Due to the high bit rate of the AMR-WB (algebraic) ACELP code-

books (12 . . . 88 bits), it is too complex to compute a posteriori prob-

abilities according to (6) or (7). Moreover, the AK0 and AK1 a pri-

ori knowledge are likely to be uniform due to the random nature of

the fixed excitation, i. e., they do not exhibit a sufficient amount of

residual parameter redundancy. Therefore, the fixed codebook index

is simply hard-decision decoded as in [12]. The LTP filtering flag

in each subframe and the voice activity detector (VAD) flag in each

frame are not sensitive to errors. Therefore, we did not apply the

soft-decision decoding approach to these parameters. However, if

one wanted to apply our approach to these parameters as well, the

MAP estimator (11) would be appropriate. Please note that for other

AMR-WB codec modes, only the summation length in (8), (9), (10),

and (12) must be adapted to the actual bit rate of the parameters.

3. REFERENCE AMR-WB ERROR CONCEALMENT

In order to reduce the effects of error-prone channels, error conceal-

ment is usually employed. The AMR-WB error concealment tech-

niques proposed in 3GPP Recommendation TS 26.191 [12] mainly

3
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Fig. 3: Distortion of every 10th frame with the given Eb/N0,

Eb/N0 → ∞ for all other frames.

rely on a bad frame indicator (BFI) to mark the current received

frame either as good (BFI=0), or bad (BFI=1). If BFI is set to 1,

the parameters of a speech frame are reconstructed according to pre-

vious good frames either using repetition or extrapolation. For the

pitch delay and VQ gains, two relevant transmit frame types have

to be distinguished: SPEECH BAD, when the current frame is erro-

neous, and SPEECH LOST, when the current frame is lost. Accord-

ingly, different methods of substitution for the erroneous or lost case

are applied, once BFI is set to 1. Moreover, whenever the current

received frame is error-free but the BFI of the previous frame is set

to 1, the fixed codebook gain of the last good frame will be used for

the current frame at times. The fixed codebook index is employed

as received (SPEECH BAD), or randomly chosen (SPEECH LOST). In

short, based on the value of BFI, an erroneous frame, a lost frame,

or an error-free frame can be distinguished. Therefore, the reliability

of a frame is mainly determined by the BFI.

4. SIMULATIONS

4.1. Simulation Setup

Without too much loss of generality, we investigate the default 3GPP

stream format [1] in the widely-used AMR-WB 12.65 kbps mode.

The NTT wideband speech database with 16 kHz sampling rate is

used for training and testing [32]. For training, 1926 speech signals

each with a length of 8 s were applied, which covers 20 languages

(except British English) each with 4 male speakers and 4 female

speakers. A number of 96 British English speech signals including

4 male and 4 female speakers each of length 8 s are used for testing.

The wideband extension to the perceptual evaluation of speech qual-

ity (WB PESQ) (P.862.2) [33] is selected as an instrumental mea-

sure for speech quality; the higher the MOS score of WB PESQ,

the better the speech quality is. In order to generically demonstrate

the robustness of our AMR-WB soft-decision decoding approach,

we decided to simulate a two-state additive white Gaussian noise

(AWGN, a=1) channel and binary phase-shift keying (BPSK) with-

out channel coding. The Eb/N0 ratio in the bad channel state is var-

ied between –5 dB to 10 dB. Two simulations were performed sep-

arately: In the first simulation, all bits in every 10th frame of the

bit stream are distorted in our channel model, according to the cho-

sen Eb/N0 ratio; in all other frames Eb/N0 → ∞ (see Fig. 3). In

the second simulation, five erroneous frames (Eb/N0) followed by

five error-free frames in every ten frames are simulated (see Fig. 4).

 

 

1.0

1.2

1.4

1.6

1.8

2.0

2.2

2.4

2.6

2.8

3.0

3.2

3.4

3.6

Eb/N0 (dB)

W
B

P
E

S
Q

M
O

S

AK1
AK0

EC BFI = 1

EC BFI = 0 (HD)

−5−4−3−2−1 0 1 2 3 4 5 6 7 8 9 10

Fig. 4: Distortion of five consecutive frames with the given Eb/N0,

Eb/N0 → ∞ for the following five frames, in every ten frames.

As shown in Figs. 3 and 4, the EC BFI=0 (HD) curves with BFI=0 in

the bad channel state represent hard-decision decoding, which means

error concealment is not applied in this case. The EC BFI=1 curves

with BFI=1 in the bad channel state refer to the SPEECH BAD case

in the reference error concealment from 3GPP Recommendation TS

26.191. The AK0 curves represent soft-decision decoding with 0th-

order a priori knowledge, the AK1 curves represent soft-decision

decoding with 1st-order a priori knowledge.

4.2. Discussion

First of all, the EC BFI curves in both figures indicate that in this

simulation the optimum switch between BFI=1 and BFI=0 is in the

range Eb/N0 ∈ [0.5 dB, 1.5 dB]. As shown in Fig. 3, the MOS

score of WB PESQ for AK1 is increased by up to 0.6 MOS points

compared to the reference error concealment with optimal BFI. The

corresponding improvement in MOS score for Fig. 4 falls between

0.2 and 0.4. The Eb/N0 gain between soft- and hard-decision de-

coding reaches 4 dB or 6 dB, respectively. Particularly, for very

low Eb/N0 ratios in Fig. 4, the AK1 soft-decision decoding gain

appears to be lower than in Fig. 3. A reason may be that five consec-

utive bad frames always drive the codec parameters already towards

their means (AK1 performance approaches AK0 performance).

Supported by informal listening tests, these results—especially for

Fig. 4—show significant improvement in speech quality of soft-

decision error concealment (AK0, AK1), compared to the reference

error concealment methods EC BFI. Moreover, if only a few bits

in the frame are erroneous, while all other bits are error-free, the

gap between soft-decision decoding and reference error conceal-

ment even gets larger. In contrast, since bit-wise channel reliability

information is utilized in soft-decision decoding, MMSE or MAP

estimation will automatically lead to the correctly estimated value

in case of an error-free frame.

5. CONCLUSIONS

In this paper we described how to build an AMR-WB speech de-

coder capable of using soft inputs from the channel (decoder). We

provided estimation formulae for all relevant codec parameters and

demonstrated gains in robustness of up to 0.6 PESQ MOS points

or up to 6 dB in channel SNR. The proposed approach is applica-

ble in a standard-compliant fashion to replace the non-mandatory

GSM/UMTS/LTE error concealment.
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