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Cléo Baras and François Cayre

GIPSA-Lab

Domaine Universitaire, 11 rue des Mathématiques, BP 46
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ABSTRACT

In this paper, we investigate the authentication problem of

real-world goods on which 2D bar-codes (2D-BC) were

printed and we take the opponent’s point of view. The op-

ponent is assumed to have access to Nc noisy copies of a

genuine 2D-BC (noise being due to printing and scanning

processes). A simple estimator of the 2D-BC based on copies

averages is proposed, letting the opponent print a fake 2D-

BC which aims at being declared as genuine by the system

detector. Performance of the estimator in terms of error prob-

ability at the detector side is then derived with respect to Nc

and compared with experimental results on real 2D-BC. It is

shown that the opponent can produce a fake that successfully

fools the detector with a reasonable number of genuine goods.

1. INTRODUCTION

When making sure a real-world good (such as medicine,

wine, textile, ...) is genuine [1], 2D bar-codes (2D-BCs) are

an alternative to watermarks. 2D-BCs [2] (also called Data

Matrix or Data Grid) are black-and-white visible images en-

coding a good binary identifier using a (secret) cryptographic

key in a pseudo-random way and printed on the goods pack-

age. Using an automated detection process based on a scan

of the 2D-BC, a correlation score is computed and compared

to a pre-determined threshold in order to decide whether the

good is genuine or fake.

In this context, an opponent (Eve) aims at producing a

fake 2D-BCs declared as genuine by the detector, whereas

the goal of the product manufacturer (Bob) is to make such a

reproduction difficult or impossible for Eve. Bob will there-

fore use the production process noises all the more severe

as the printed 2D-BCs size is small (around 4 millimeters).

He might even deliberately add some noise during his 2D-

BC printing process to obtain properties similar to Physical

Unclonable Functions [3]. Besides, Eve, unaware of the good

binary identifier encoding, has no choice but to try to estimate

the original 2D-BC without getting to the good identifier.

In this paper, this problem is tackled with a security ap-

proach inspired by works in digital watermarking [4]. We in-
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Fig. 1. A 2D-BC with synchronization elements in gray and

identification elements over a ∆ = 255 dynamic range.

vestigate the worst case attack framework from Bob’s point of

view, described in section 2: 1) the opponent has access toNc

printed (genuine) versions of the same 2D-BC (since he might

have bought several genuine goods); 2) he has the same print-

ing device than Bob and arbitrary precision scanning device;

and 3) he has no access to the automated detector1. A simple

estimator of the original 2D-BC is proposed in section 3. In

section 4, estimator performance are derived with respect to

Nc and compared to experimental results, presented in sec-

tion 5.

2. PROBLEM STATEMENT

In the sequel, let ML(E) denotes the set of square matrices

with size L× L and elements in E.

2.1. 2D-BC construction

After encoding with a secret key, the good binary identifier

b is added to synchronization elements (that won’t be taken

into account in the sequel) then modulated following an On-

and-Off Keying (OOK) modulation with dynamic range ∆
(typically∆ = 255). These elements are spread over a matrix

Io ∈ ML({0,∆}) forming the black-and-white 2D-BC with

L× L elements equal to 0 or∆, depicted in figure 1.

1This framework is closely connected to the well-known sensitivity attack

in digital watermarking already studied in [5]
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Fig. 2. Description of the authentication system.

2.2. The authentication and counterfeiting processes

Figure 2 gives a brief sketch of our setup. In normal mode,

the product manufacturer Bob prints 2D-BCs on goods with a

small printing area d×d (typically d is around 4 millimeters).

Then Alice, authorized to use the automated detector, scans

them to check whether they are genuine or not. The n-th print
and scan operation will be denoted as the function Pn.

Fig. 3. Acquisition examples of a 2D-BC, printed with a

HP PhotoSmart C7200 and scanned at 1200dpi. From left

to right: original 2D-BC, d = 8mm, d = 6mm, d = 4mm.

Since print and scan operations occur in the analog realm,

distortions on 2D-BC are incurred so that Alice’s detector

takes a decision on the acquired 2D-BC Un = Pn(Io). The
reader may have a look at figure 3 to better figure out what

kind of artefacts are at stake. Distortions (varying from a print

and scan operation to another) include:

• noiseNa
n due (for instance) to ink dispersion in the pa-

per or inhomogeneous lighting conditions during scan

acquisition: the acquired 2D-BC elementsUn(i, j) are
then in the [0,∆] range (white and black elements go-

ing to gray);

• resampling inherent to the print and scan process and

taking into account varying speed of the scanning de-

vice during acquisition: each elements ofUn is spread

over a S × S area , so that Un ∈ MM ([0,∆]) with
M = SL. To put it simply (hypothesis 1), Un can be

viewed as the encoding of Io using a repetition code

with S repetitions, so that: Un(Si + s, Sj + t) ≈
Io(i, j) with 0 ≤ s, t < S. In practice, S is not neces-

sarily an integer.

Eve, as an opponent having an arbitrary precision scan-

ning device, has access to theNc 2D-BCsUn printed by Bob,

each collected with a noise Ne
n. She proceeds to the original

2D-BC estimation, denoted as Îo ∈ ML({0,∆}), then prints
it on fake products. Finally, her fake 2D-BC Îo, when submit-

ted to Alice’s detector, will suffer print and scan distortions

(with noiseNa
n) equivalent to those of Io in the normal mode.

2.3. Authentication system performance

Alice’s detector will have to decide between the two hypothe-

ses: Hf when the content is fake and Hg when the content

is genuine. End-to-end performance are related to the well-

known false-alarm and false-detection probabilities (resp. pfa

and pfd), relying on a decision threshold τ delimiting the

boundary between fake and genuine contents. pfa and pfd

depend on various parameters (encoding techniques, identi-

fier encryption parameters...) that Eve might be unaware of.

Therefore, Evemust be able to reproduce the whole 2D-BC Io

as accurately as possible, without getting to the original good

identifier b. As a consequence, performance can be evalu-

ated with the error probability in the decoding of the original

2D-BC Io respectively when Alice scans a genuine 2D-BC

emanating from Bob, denoted by pd
e|Hg

then a fake 2D-BC

emanating from Eve, denoted by pde|Hf
and related to the per-

formance of Eve’s estimator.

3. EVE’S ESTIMATOR

3.1. Principles

The Nc 2D-BCs Un collected by Eve are realizations of the

same original 2D-BC Io. Eve aims at producing Îo estimating

Io as accurately as possible. A simple estimation will take

two steps: a soft output estimation În(i, j) of the element

value Io(i, j) in each of Eve’sNc 2D-BCs using the repetition

code; then the combination of these soft values over the Nc

contents to produce a hard decision on the 2D-BC element

value Io(i, j), yielding the fake Îo.

Our estimator relies on the hypothesis (hyp. 2) that no

black element of a 2D-BC should spread more than the half

of the surrounding elements as illustrated in figure 4. Indeed,

if this hypothesis is violated, then even Alice may well not be

able to correctly authenticate the 2D-BC.

3.2. A sliding window estimator

3.2.1. Soft output estimation

The soft output estimation În(i, j) of the 2D-BC element

Io(i, j) (that is spread in Un with size of S × S) works as
follows: in relation with the hypothesis of section 3.1, a slid-

ing window of size S/2 circulates across the S × S elements

Un(Si + s, Sj + t) (with s and t varying in [0;S − 1]).
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Fig. 4. Left: original 2D-BC elements, to be printed &

scanned. Center: printed & scanned elements, respecting our

hypothesis. Right: printed & scanned elements that do not

respect our hypothesis.

Then, taking the mean value of Un at window position

(Si+ S/2, Sj + S/2) yields:

În(i, j) =
1

S2

S−1
∑

s=0

S−1
∑

t=0

Un(Si+ s, Sj + t). (1)

3.2.2. Hard decision

Combining the soft output decisions among theNc 2D-BCs at

element position (i, j) is done by computing the average value

of the elements În(i, j) over the Nc soft output estimations:

W(i, j) =
1

Nc

Nc
∑

n=1

În(i, j). (2)

Eve’s final estimated 2D-BC Îo is then obtained with:

Îo(i, j) =

{

∆ if W(i, j) ≤ ∆/2
0 otherwise

. (3)

4. A THEORETICAL STUDY OF THE

COUNTERFEITING SCENARIO

In this section, we aim at deriving the decoding performances

for both normal and pirate modes of operation, that is the

respective error probabilities pd
e|Hg

and pd
e|Hf

, related to the

print and scan distortions and to the performance of Eve’s es-

timator. For simplicity reasons, we will assume that 0’s and

∆’s are equiprobably distributed in Io (hyp. 3).

4.1. A naive print and scan model

In view of a theoretical study, the n-th printing and scanning

process Pn can be modeled for the 2D-BC element (i, j) us-
ing:

• a noise N: The print and scan noises in the normal

mode with Bob and Alice can be viewed as a single

accumulated noiseNa
n. Statistical properties ofN

a
n are

supposed to be independent from both n and the 2D-BC

element (i, j) (hyp. 4). Moreover, it can be assumed

that Eve has access to the same printing and scanning

devices as those used in the normal mode of operation

(hyp. 5) ; thus statistical properties of Ne are equal to

those of Na. Both will be denoted as N and supposed

to follow a N (0, σ2
N
) distribution (hyp. 6);

• a shift parameter α: according to figure 3, the whole

process tends to move extremal values 0 and∆ towards

∆/2, making the channel all the more error-prone as

the noise level increases. This degradationwill be mod-

eled by a shift of extremal levels with a parameter α
(hyp. 7).

Finally, the acquired 2D-BC Un = Pn(Io) is given, for all
0 ≤ s, t < S, by:

Un(Si+ s, Sj + t) = Io(i, j) +N(Si+ s, Sj + t)

+

{

α if Io(i, j) = 0
−α if Io(i, j) = ∆

.
(4)

4.2. Decoding error probability in the normal mode (Hg)

Let the decoder operating on Un = Pn(Io) with Io emanat-

ing from Bob. Due to the model symmetries, the decoding

error probability is the probability that the decoded Ĩo(i, j) is
∆ whereas the original 2D-BC element is Io(i, j) = 0, that is
pd
e|Hg

= Pr [In(i, j) = ∆|Io(i, j) = 0].

Alice’s detector is assumed to work the same way than

Eve’s estimator but using the single content Un (hyp. 8):

regarding the 2D-BC element Io(i, j) = 0, the S2 observa-

tions Un(Si + s, Sj + t) are N (α, σ2
N
) distributed accord-

ing to equation (4). Then, the soft estimated value Ĩn(i, j)
(computed by Alice’s detector with equation (1)) follows a

N (α,
σ2

N

S2 ) model. Then, the hard decision on Ĩo(i, j) (using
Nc = 1 in equation (3)) yields:

pde|Hg
= Pr

[

Ĩn(i, j) >
∆

2
|Io(i, j) = 0

]

=
1

2
erfc

(

∆

2
− α√
2σN

S

)

(5)

with erfc the complementary error function.

4.3. Decoding error probability in the pirate mode (under

Hf )

4.3.1. Estimator performance

We are now interested in Eve’s ability to correctly estimate Io
with respect to the numberNc of printed and scanned versions

Un she collects, that is the error probability of the estimator

pee(Nc), comparing Îo and Io. Under the same hypotheses

than previously, pee(Nc) = Pr
[

Îo(i, j) = ∆|Io(i, j) = 0
]

.

Regarding the 2D-BC element (i, j) when Io(i, j) = 0,
the related S observationsUn(Si+s, Sj+ t) in the n-th col-
lected 2D-BC still follows a N (α, σ2

N
) distribution ; thus the

soft estimated value În(i, j) is still N
(

α,
σ2

N

S2

)

distributed.
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Now, the averaged value W(i, j) over the Nc values În(i, j)

followsN
(

α,
σ2

N

S2Nc

)

, so that the hard decision on Îo yields:

pee(Nc) = Pr
[

W(i, j) > ∆

2
|Io(i, j) = 0

]

=
1

2
erfc





∆

2
− α

√
2σN

S
√
Nc





(6)

4.3.2. Decoding error probability underHf

Alice is now scanning the Eve’s fake content Îo. The ob-

served 2D-BC Ûn = Pn(Îo) (after print and scan) is

subject to the same decoding process as described in sec-

tion. 4.2. The decoding error probability under Hf is

then the probability that the decoded value
˜̂
Io(i, j) is ∆

whereas the genuine information in Io(i, j) is 0. Thus:

pd
e|Hf

= Pr
[

˜̂
Io(i, j) = ∆|Io(i, j) = 0

]

.

Taking into account 1) the estimated 2D-BC Îo , 2) the es-

timator errors and 3) the symetrical configurations regarding

value 0 and ∆, it comes (omitting the indexes (i, j) to ease

the reading):

pde|Hf
= Pr

[

˜̂
Io = ∆|Îo = ∆, Io = 0

]

Pr
[

Îo = ∆|Io = 0
]

+Pr
[

˜̂
Io = ∆|Îo = 0, Io = 0

]

Pr
[

Îo = ∆|Io = 0
]

(7)

Pr
[

˜̂
Io = ∆|Îo = 0, Io = 0

]

is independent of the genuine

2D-BC and is directly linked to the error probability of the

decoder when the submitted content, that is Îo, is corrupted

by a single printing and scanning operation ; thus it is equal to

pd
e|Hg

. Moreover,Pr
[

˜̂
Io = ∆|Îo = 0, Io = 0

]

= (1−pd
e|Hg

).

Finally,

pde|Hf
= 1− [1− pee(Nc)] p

d
e|Hg

+pee(Nc)
[

1− pde|Hg

]

. (8)

It can be noticed that pd
e|Hf

is entirely given by pee(Nc) since

pde|Hg
= pee(1).

5. RESULTS

5.1. Results using the proposed theoretical model

Figure 5 depicts Eve’s increasing performance in estimating

the original 2D-BC when she accumulates several printed and

scanned versions of it. Estimator theoretical performances of

equation (6) are validated through Bit Error Rate (BER) with

Monte-Carlo simulations using 2D-BCs containing 10kbits of

information. Moreover, the print and scan channel is modeled

using fixed parameters (α and σ2

N
).

In figure 6, we plot, as a function of the number of 2D-

BCs Eve has used, the probability of error at the decoder

side when a fake is submitted to the system (cf. equation 8).
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Fig. 5. Error probability of the estimator on the basis of theo-

retical equation (6) and evaluated with BER through simula-

tions. Parameters: α = 50, σ2
N

= 0, 3,∆ = 1, S = 4.
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Fig. 6. Decoding error probability using fake contents on

the basis of theoretical equation (8) and evaluated with BER

through simulation, compared to the decoding error prob-

ability using genuine contents (equation (5)). Parameters:

α = 50, σ2
N

= 0, 3,∆ = 1, S = 4.

Simulated BERs confirm the accuracy of equation 8. It also

shows that when the number of collected contents Nc in-

creases, pde|Hf
tends to pde|Hg

i.e. Alice’s decoder perfor-

mance in normal mode. This means that, the fake and the

genuine 2D-BCs can no longer be distinguished at the de-

coder side, since the messages obtained after decoding have

the same number of error.

5.2. Results using real 2D-BC

In this section, we use real 2D-BCs, as depicted in figure 3.

They contain a realistic amount of information (1kbit) and

they were printed and scanned on a HP PhotoSmart C7200.

In figure 7, we accumulate a varying number of scanned

2D-BCs to estimate the original. We are then able to compute

the BER to assess the raw estimator performance. Clearly as
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for 3 printing dimensions: d ∈
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and scanned on a HP PhotoSmart C7200 (scan resolution:

1200dpi).

expected with theoretical results, Eve can refine her estima-

tion as she has access to more and more 2D-BCs. But the

slope of the plots have few in common with these of figure 5

since the print and scan channel model is far from reality.

Plugging the data of the figure 7 into equation 8 (which is

independent from the channel model), we can plot the overall

fake performance Eve can actually achieve (taking into ac-

count errors she might make but compensated by Alice’s own

errors). The results are given figure 8 where we also plot the

bound on Alice’s detector (that is the normal mode perfor-

mance). As expected, the error decoding probability with fake

2D-BC tends to the one for genuine 2D-BC when the number

of collected 2D-BC used in Eve’s estimated 2D-BC increases;

but the number of required contents is greater than expected

(with theoretical results).

However, it can be noticed that Eve’s goal may not be to

estimate perfectly the original 2D-BC. Rather, she might be

just as satisfied when she knows Alice’s detector will make

the same amount of errors given an authentic or a fake 2D-

BC. For a bad printing quality, Eve will need a much greater

amount of 2D-BCs to achieve Alice’s detector bound. How-

ever, as the printing quality increases, a fake quickly leads to

the same amount of errors as an authentic 2D-BC at Alice’s

detector side.

6. CONCLUSION

In this paper, we consider a good authentication system using

2D-BCs from the point of view of the opponent. An estimator

that he can use to product a fake was proposed and its perfor-

mancewas derived through theoretical results and simulations

on real printed and scanned 2D-BCs.

While both the model and the tests conducted on real data
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Fig. 8. Overall fake generation performance. When increas-

ing Nc, Eve can ultimately reach Alice’s decoder bound on

authentic 2D-BCs (dashed lines): a fake can produce the

same amount of errors as an authentic 2D-BC, which is good

enough for Eve’s goal.

agree on the general conclusion that Eve’s estimation perfor-

mance increases when collecting 2D-BCs, the slope of the

curves, however, differs greatly. We believe this is due to the

fact that our printing and scanning channel model is rather

poor.

Future works have two directions: first, improving the op-

ponent estimation ability using for instance (possibly geomet-

rical) channel equalization or a 2D extension of the Viterbi de-

coder by solving the problem of the complexity of the afore-

mentioned decoder and second, elaborating the product man-

ufacturer counterattack, that is adapting an additional noise to

his printing process to efficiently disturb the opponent estima-

tion.
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