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ABSTRACT
We present an acoustic-to-articulatory inversion method
based on unsupervised Hidden Markov Models. A global
HMM is first trained from the acoustic and articulatory
data. This model is then split in two sub-models which
represent the acoustic part and the articulatory part of
the data. These two sub-models are linked through the
fact that they are deduced from the same global model.

The articulatory generation is made by decoding
a sequence of acoustic vector with the acoustic model,
and by transposing the results in the articulatory model:
two alternative estimation processes are assessed.

Over our 18 minutes corpus, the RMS error is
2.25 mm. The results of this new approach are very
encouraging, since no optimisation is done in the gener-
ation process.

1. INTRODUCTION

In acoustic-to-articulatory inversion, the aim is to re-
cover the vocal tract shape from the acoustic parame-
ters of a speech sound. This may be very useful for ap-
plications such as augmented speech (to help hearing-
impaired persons), or foreign languages learning (to
shown the student how the pronunciation should be
done or corrected).

This problem has now been studied for more than
30 years, and recent methods have proved to be very ef-
ficient. The main two approaches are the GMM (Gaus-
sian Mixture Models) approach [1, 2], and the HMM
(Hidden Markov Models) approach [3, 4, 5].

In the GMM approach, the joint probability of the
acoustic and articulatory parameters is modeled by a
Gaussian Mixture Model. A mapping is then done to
enable the inversion, this mapping is done either using
the MMSE (Minimum Mean Square Error) criterion [1]
or the MLE (Maximum Likelihood Estimation) crite-
rion [1, 2].

In the HMM approach, the main idea is to take into
account the temporal dimension of speech, in the acous-
tic space as well as in the articulatory space. The speech
acoustics is modeled with HMM, classically trained on a
phoneme-labeled corpus. In [3], the articulatory part is
modeled by a state-dependent linear regression between
acoustic and articulatory parameters. In [4, 5], the ar-
ticulatory part and the acoustic part are jointly modeled
with multi-stream HMM, which finally gives an acous-
tic HMM and an articulatory HMM. In the recognition
stage, an acoustic signal is first decoded by the acoustic
HMM, giving a sequence of states, which is then con-
verted into articulatory parameters, either with linear
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regression [3] or with the articulatory HMM [4, 5]. In
this last case, the articulatory parameter generation is
provided by using the trajectory model proposed by the
HTS system [6].

In this article, we explore the use of an unsupervised
HMM, which can allow to take advantage of both the
statistical approach (GMM) and the HMM approach.
As the GMM approach, the training is unsupervised, it
does not need any expert data (e.g. phoneme labelling
of the corpus). At the same time, as the HMM ap-
proach, we can take into account the temporal dimen-
sion of speech to preserve the continuity.

The article is organised as follows: in part 2 we
describe the corpus and features, then an overview of
our method is proposed in part 3. The training (resp.
generation) process is detailed in part 4 (resp. 5). We
finally expose the experimental protocol and give some
results in part 6.

2. CORPUS

The major difficulty is to collect a corpus large enough,
in which acoustic and articulatory data are collected
with a perfect synchronisation. As we are part of the
french ANR project ARTIS [7], we have the access to
the database developed by the Gipsa-Lab in Grenoble,
France. Experiments and results have already been pub-
lished by this laboratory [2, 8, 9]. We remind in the
following lines the composition of this corpus.

The corpus is in French, and it is pronounced by
a male speaker, used to this exercise. It is composed
of several utterances of vowels alone, VCV nonsense se-
quences, CVC real french words, and full sentences. The
initial and final long pauses being removed, the corpus
is approximately 18 min long.

The articulatory data is recorded using an Electro-
Magnetic Articulograph (EMA), that makes a tracking
of flesh points. In this corpus, six coils are used, located
on jaw, upper lip, lower lip, tongue tip, tongue middle
and tongue back. Each coil is known by two coordinates
in a sagittal plan, resulting into a 12-dimension vector.

The acoustic data are recorded at a 44,100 Hz sam-
pling rate. The acoustic signal is parametered the fol-
lowing way: 12 MFCC and Energy, with their deriva-
tives, leading to a 26-dimension acoustic vector.

The acoustic features are classically extracted every
10 ms. The EMA data are low-pass filtered at 20 Hz and
down sampled at 100 Hz, this final operation making
both articulatory and acoustic data synchronous.
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The 12-dimension articulatory vector is completed
with the 12 derivatives, which finally gives every

. . T
10 ms a 50-dimension vector O = [0*TO**" T =
(053¢, ..., 085, 09", ..., 0% T.

3. INVERSION SYSTEM OVERVIEW

Our inversion system is based on three tied Hidden
Markov Models (figure 1).

K-Means ———| M (A, B)
data

A v
gz;t @ Atrieulatory generated

Figure 1: Global scheme of the inversion system.

First, a global HMM M (A, B) (noted M) is trained
using a clustering algorithm as explained in part 4.1.
This model is composed of :

e () states and a Q * @ transition matrix A.
e A set B of Gaussian probability density functions
b; ~ N (pi,%;)), one for each state i.

From this model M, we deduce two “sub-models”:
M ,.(A, Bye) (noted M,.) and M g:(A, Bart) (noted
M ,,+), representing the acoustic part and the articula-
tory part of M. M ,. and M ,,; are precised in part 4.2.

Given a sequence of acoustic vectors, a classical
recognition process is made with the acoustic model
M ., which gives a sequence of states. This sequence
of states is then transposed in the articulatory model
M .+ to generate the corresponding articulatory vector
sequence. These transposition and estimation processes
are described in details in part 5.

4. UNSUPERVISED MODELS TRAINING

As said above, a global model M is trained before build-
ing the two sub-models M ,. and M ,,... We propose an
unsupervised approach for this phase. The advantage of
our proposal is to be independent of any expert knowl-
edge or any manual transcription as with the GMM ap-
proach and simultaneously to exploit the temporal di-
mension as with the HMM approach.

4.1 Global model training

The global model M is trained in three steps; the num-
ber @ of states is decided a priori, but no a priori struc-
ture is supposed:

e The training vectors are clustered with an unsuper-
vised algorithm, resulting into @ classes. Fach class
is assimilated to a state ¢ of the global HMM. Each
training vector is therefore assigned a posteriori to
a state and labelled.

e The probability density of each state 4, is modeled
by a Gaussian distribution N (u;, 3;). This distribu-
tion is estimated with the training vectors assigned
a posteriori to the state 4.

e The transition matrix A is classically empirically es-
timated by counting the number of occurrences of
the transitions between states, a transition between
two states being a transition between two vectors a
posteriori assigned to these states.

In this study, the unsupervised clustering is done
with the K-means algorithm which can be refined with
a GMM modelling. In this last case, the GMM density
is estimated with the EM algorithm, initialised with the
density found by the K-means algorithm.

4.2 Sub-models definition

From the global model M, we build two sub-models
M. and M ., to model respectively the acoustic and
the articulatory parts of the data. Their estimation is
described below.

4.2.1 States and transition matrices

Both M ,. and M ,,; have the same number @) of states
as M. The states of the sub-models being deduced from
the global model M, each training sub-vector is assigned
to the same state in M. or in M ,,; than in M. The
transition matrices of the sub-model are consequently
exactly the same as A.

4.2.2  Probability emission densities

The probability emission density b2¢ (resp. b?"*) of each
state of M. (resp. M) is modeled by a Gaus-
sian distribution b%¢ ~ N (pf¢,39¢) (resp. bt ~
N (pert 3297)). They are estimated with the training
sub-vectors assigned a posterior: to the state .

Note that b¢¢ and b3 can be easily deduced from
b;: in the observation probability N (u;, ;) the mean
vector u; can be written as

[chT MqrtT]T
1 ’ K3

with p2¢ the mean vector of the acoustic part, and pd™

K3
the mean vector of the articulatory part. ¥; can be as

well written as

Z?C Z?c,art

Zi = Zgrt,ac yhart

5. ARTICULATORY VECTORS
GENERATION

Two extremely simple generation processes are used to
generate an articulatory vector sequence from an acous-
tic one.

First, the acoustic signal is parametered the same
way as for the training phase (see part 2): Energy,
MFCC, AEnergy and AMFCC are extracted every
10 ms. We therefore get a sequence of K vectors:

1%, .., 0%.
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5.1 GMM generation
As an extension of the method proposed by [10], the

 artGMM
generated observation O? " at instant ¢ is supposed
to follow a Gaussian mixture model:

part MM < ac .| Hac acypart
0, ~ > P(sf¢ =05, ..., OF)b (1)
i=1
with 8" ~ N (pé™, 2¢") the probability density func-
tion of the state s¢" of M.
Using the usual notations [11], it gives:

Q

~ art .

O, =) f(ius (2)
i=1

where #¢(1) is:

i (1) B¢ (i)

~ Y a8

Y ()

with: ] e e )
a?c(z) = P(Ol a"'aOt 75?6 = Z)

?C(Z’) = P( (tlJcrlv ) ?{C|s?c = ’L)
5.2 Best State (BS) generation

We alternatively propose to replace the sum by its pre-
dominant term, corresponding to the most probable
state at instant ¢:

t = Mg:t (4)
§; = argmax v; (1)
i=1,...,Q

Note that in all cases, to fit as well as possible the
learning data (see section 2), the generated vectors are
finally low-pass filtered at 20 Hz.

6. EXPERIMENTS AND RESULTS

For the experiments, the corpus is split in two: the train-
ing data base is composed of 2/3 of the corpus, the re-
maining 1/3 being used for the tests. The corpus is split
in such a way that each kind of sounds (vowels alone,
VCV non-sense sequences, CVC real words, and full sen-
tences) is present in the training set as well as in the test
set.

6.1 Experiments

In this section, we present the different configurations we
tested (for the learning of the models as well as for the
generation of the articulatory data) before presenting
and commenting the results in the following section 6.2.

6.1.1 FExperimental protocol

For the learning of the global and of the two sub-models,
we have first tested the influence of the number @ of
clusters produced by the K-means algorithm. Two val-
ues have been tested: @ = 32 and @ = 128. Note that

the french language contains 36 phonemes. In classical
HMM models, each phoneme is modeled with a 3-state
model, resulting in an HMM with 3 % 36 = 108 states, a
value close to one of our choice with 128 states.

Using the GMM-EM clustering, only the 128-GMM
configuration was tested

Those three models will be noted:
e 32 states with no re-estimation : M?Q’”““”S
e 128 states with no re-estimation : M jyzeens
e 128 states with EM-re-estimation : M5y

6.1.2 Generation configurations

As presented in part 5 two generation configurations are
tested. They are noted as follows:

e Using the GMM approach : GMM
e Taking only the best state : BS

In the next section, each experiment will be ref-
erenced by its training configuration and its gener-
ation configuration. For example, the configuration
M ?gm'ea“"‘—BS corresponds to models with 32 states and
no re-estimation, and a generation using only the best
state.

6.2 Results

Before giving the quantitative results with the different
configurations, we give an idea of the structure of the
HMMs.

6.2.1 Structure of the unsupervised trained model

In supervised HMM training, each phoneme is classi-
cally modeled by a 3-states HMM, the phonemes being
linked between each other. The transition matrix of
such a HMM is block diagonal, with only some other
transitions (inter-phoneme transitions) allowed.

In our experiments, it is interesting to observe that
the models trained with this method are qualitatively
similar, in terms of structure and transition matrix,
to classical models. As shown on figure 2, the tran-
sition matrix of this 128-states HMM is diagonal with
only some other transition getting a significant transi-
tion probability.

Figure 3 shows the topology of a 32-states HMM
model. Only the most probable transitions between
states (probability > 1072) are represented. This sec-
ond figure confirms that only some transitions are sig-
nificant.

6.2.2 Quantitative results

Only the more significant results are presented in ta-
ble 1. The performances are classically given in terms
of Root Mean Square Error (RMSE) between the mea-
sured and the generated articulatory vectors, and in
terms of Pearson Product-Moment Correlation Coeffi-
cient (PMCC). The RMSE measures the mean error of
the coil positions in millimetres, while the PMCC mea-
sures the similarity of the trajectories.

As we could have inferred, increasing the number
of states of the HMM model significantly improves the
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Figure 2: Example of a transition matrix trained with
the unsupervised method: white is a 0 probability, black
is a probability equal to 1. The state number @ is 128.

Table 1: RMSE (in mm) and PMCC on the test corpus,
with the different configurations.

| [ RMSE [ PMCC |
Mg(zmms_Bs 2.78 0.50
M{gygeans_BS 2.48 0.55
MEmeans GMM | 2.47 0.56
MEL-GMM 2.25 0.59

results. We noticed that for 256 states, the K-means
algorithm gives empty clusters, the training database is
certainly not sufficient and the number of 128 states is
a good compromise. We therefore conducted the other
experiments with a 128-states HMM.

The second conclusion is that in the generation
phase, taking only the most probable state is almost
as good as taking a weighted combination of all states.
This is probably because most of the time, the best state
really has a greater probability than any other state.

Finally, re-estimating the density probability with
the EM algorithm to fit a 128-GMM on the 128 states
during the training phase allows to fit more precisely the
training data and to significantly improve the results.

As this corpus is used by other laboratories, a com-
parison may be done with some precaution. As de-
scribed in literature [4], the generation process is often
done using a trajectory model for the articulatory data,
for example with the HTS system [6]. The best results
obtained on this corpus by such methods give a RMSE
around 1.7 mm for the HMM approach and 2.25 mm
for the GMM one [2]. Comparatively, our method gives
very encouraging results, in terms of RMSE (we achieve
2.25 mm) as well as in terms of PMCC, especially when
taking into account that no trajectory model is added
in the generation phase.
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Figure 3: Visualisation of the topology of a model
trained with the unsupervised method. The state num-
ber @ is 32. Only the transitions with a probability
greater than 1072 are represented

7. CONCLUSION AND PERSPECTIVES

We have presented a very simple method to generate
articulatory parameters from acoustical data, based on
HMM modeling. Its originality is that the HMM is
trained in an unsupervised way, with no a priori struc-
ture and no expert data. The results are very satisfying
in the sense that they are near the literature results with
a great potential.

A phase of Baum-Welch re-estimation must com-
plete efficiently this training by taking the contextual
information into account; in the literature, the HMM
are context dependent.

We will also have to explore the fact that the ar-
ticulatory space is not completely covered during the
generation, as can be seen on figure 4: the repartition of
the generated articulatory data (in black) is less spread
than the repartition of the measured articulatory data
(in grey); this fact is tied to the probabilistic approach.

Nevertheless, it will be necessary to add some tra-
jectory models to improve significantly the generated
articulatory vectors.
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