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ABSTRACT 

With the advance of modern technology, we are looking for 

image/video representations with more realism. The popular-

ity of HDTV (high definition TV) reveals that high resolution 

and high quality video soon becomes the milestone of the 

next video standard. Consequently, bit-depth scalability is 

likely becoming one important feature for the coming video 

coding standard. In this paper, we propose new tone mapping 

and tone reproduction techniques based on human visual 

perception. Then the proposed techniques will be applied on 

the bit-depth scalable video coding scheme. Experimental 

results show that the proposed coding scheme outperforms 

the prior work and the visual quality of low bit-depth images 

is promising. 

1. GENERAL INFORMATION 

High dynamic range (HDR) technologies for the capture and 

display of images/video content have matured rapidly in re-

cent years. As a result, HDR imaging has become increas-

ingly important in many applications, especially in the enter-

tainment field, e.g., HDTV, digital cinema, mixed reality 

rendering, image/video editing, and remote sensing. In 2003, 

the Joint Video Team (JVT) called for proposals to enhance 

the bit-depth scope of H.264/AVC video coding [1]. The 

supported bit-depth in H.264/AVC is now up to 14 bits per 

colour channel. However, the bandwidth required to transmit 

encoded high bit-depth image/video content is much larger. 

Since not all display and printing devices support HDR im-

ages, rendering such images appropriately on conventional 

display devices is difficult. Tone mapping techniques have 

been developed to address the problem. 

Tone mapping techniques can be classified into four 

categories [2], including global operations [3][4], local op-

erations [5][6], gradient domain operations [7] and fre-

quency-domain operations. Global methods produce low 

dynamic range (LDR) images according to some pre-defined 

tables or functions based on the feature of HDR images, but 

the methods also generate artefacts. The most significant 

artefacts result from distortion of the detail of the brightest or 

darkest area. Although such artefacts can be resolved by us-

ing a local operator, local methods are less popular than 

global methods due to their high complexity. In contrast, 

frequency domain operations emphasize compression of the 

low frequency content in an image; and gradient domain 

techniques try to attenuate the pixel intensity of areas with a 

high spatial gradient.  

To cope with the increased size of high bit-depth im-

age/video data compared to that of conventional LDR appli-

cations, it is necessary to develop appropriate compression 

techniques. Some approaches for HDR image compression 

that concentrate on backward compatibility with conven-

tional image standards can be found in [8][9]. Moreover, to 

address the scalability issue, a number of bit-depth scalable 

video coding algorithms have been proposed in recent years, 

and many bit-depth related proposals have been submitted to 

JVT meetings [10-14]. Similar to spatial scalability in scal-

able video coding standard, the concept of inter-layer predic-

tion is applied in bit-depth scalability to exploit the high cor-

relation between bit-depth layers. For example, an inter-layer 

prediction scheme realized as an inverse tone mapping tech-

nique was proposed in [10]. The scheme predicts a high bit-

depth pixel from the corresponding low bit-depth pixel 

through scaling plus offset, where the scale and offset values 

are estimated from spatial neighbouring blocks. Segall [15] 

introduced a bit-depth scalable video coding algorithm that is 

applied on the macroblock (MB) level. In this scheme, the 

base layer is also generated by tone mapping of the high bit-

depth input and then encoded by H.264/AVC. For high bit-

depth input, in addition to inter/intra prediction, inter-layer 

prediction is exploited to remove redundancy between bit-

depth layers where a prediction from the low bit-depth layer 

is generated using a gain parameter and an offset parameter. 

Moreover, the high bit-depth layer and the low bit-depth 

layer use the same motion information estimated in the low 

bit-depth layer. In [11, 16], Winken et al. proposed a coding 

method that first converts a high bit-depth video sequence 

into a low bit-depth format, which is then encoded by 

H.264/AVC as the base layer. Next, the reconstructed base 

layer is processed inversely as a prediction mechanism to 

predict the high bit-depth layer. The difference between the 

original high bit-depth layer and the predicted layer is treated 

as an enhancement layer and no inter/intra prediction is per-

formed for the high bit-depth layer. In our previous work [17], 

three bit-depth scalable video coding schemes were proposed. 

The proposed LH scheme is similar to most existing ap-

proaches because the high bit-depth layer is encoded by con-

sidering the inter-layer prediction of the corresponding low 
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bit-depth layer, and its superiority over [15] was reported.  

Besides, the HL and LH-HL schemes in [17] differ from 

other prior works and the direction of inter-layer prediction is 

not always from the low-bit depth layer to the high bit-depth 

layer.    

In this paper, we apply the proposed tone mapping and 

tone reproduction techniques on the LH scheme. The re-

mainder of this paper is organized as follows. Section 2 re-

views LH scheme, while Section 3 presents the proposed 

tone mapping and tone reproduction techniques. Section 4 

details the experiment results. Then, in Section 5, we summa-

rise our conclusions. 

2. BIT-DEPTH SCALABLR CODING SCHEME 

 

 
Figure1. The overall scheme 

 

Figure 1 depicts the overall scheme. The HDR input is first 

tone mapped into a LDR format. Then both HDR and LDR 

sequence are encoded by the bit-depth scalable video encoder 

proposed in [17]. The HDR and LDR sequences are recon-

structed by SVC decoder. Besides, the LDR sequence can be 

post-processed by tone reproduction technique to enhance 

the contrast and preserve the brightness.  

      Figure 2 shows the bit-depth scalable video coding 

scheme in [17]. Note that, “Reconstruction” module includes 

inverse quantization (IQ), inverse transformation (IT) and 

motion compensation. To ensure that the generated bitstream 

is embedded and compliant with the H.264/AVC standard, 

most bit-depth scalable coding schemes employ inter-layer 

prediction, which uses the low bit-depth layer to predict the 

high bit-depth layer [15-16]. The LH scheme in [17] adopts 

this idea with some modifications. We explain how it differs 

from other methods later in the paper.  

The low bit-depth input is obtained after tone mapping of 

the original high bit-depth input and then encoded by 

H.264/AVC. Hence, the generated bit-depth scalable bit-

stream allows backward compatibility with H.264/AVC. 

The right-hand side of Figure 2 shows the coding pro-

cedures for the high bit-depth layer. Like the low bit-depth 

layer, the encoding process is implemented on the MB level, 

but there are two differences. First, in addition to intra/inter 

prediction, the high bit-depth MB level gets another predic-

tion from the corresponding low bit-depth MB by inverse 

tone mapping of the reconstructed low bit-depth MB. This 

prediction, which we call Intra Prediction from Low Bit-

depth (IPLB), can be regarded as a type of inter-layer predic-

tion and treated as an additional intra-prediction mode with a 

block size of 1616, which is similar to inter-layer intra pre-

diction performed in the spatial scalability of the SVC stan-

dard. Thus, two kinds of intra prediction are available in the 

proposed scheme: one explores the spatial redundancy within 

a frame, while the other tries to remove the redundancy be-

tween different bit-depth layers. Furthermore, to improve the 

coding efficiency of inter coding, the residual of the low bit-

depth MB is inversely tone mapped and utilized to predict 

the residual of the high bit-depth MB. The process, called 

Residual Prediction can be regarded as another kind of inter-

layer prediction and can be realized in two ways. The high 

bit-depth MB can perform motion estimation and motion 

compensation after subtracting the predicted residual from 

the original data. Such realization, called RP1, is similar to 

inter-layer residual prediction in the spatial scalability of the 

SVC standard.  Another realization of Residual Prediction, 

called RP2, is to subtract the predicted residual after motion 

compensation. Both methods try to reduce the amount of 

redundancy in residuals of the low and the high bit-depth 

layers.  

Basically, we utilize both IPLB prediction and Residual 

Prediction based on the results of R-D optimization. Note 

that there are four kinds of prediction in the proposed 

scheme: intra prediction, inter prediction, IPLB prediction, 

and Residual Prediction. Moreover, Residual Prediction 

cooperates with inter prediction if doing so yields better 

coding efficiency, while IPLB competes with other types of 

prediction. If inter-layer prediction (i.e., IPLB, RP1 or RP2) 

is not used, the high bit-depth layer is encoded by 

H.264/AVC. Next, we summarize the features of the LH 

scheme that distinguish it from several current approaches. 

1. IPLB prediction: Similar to most bit-depth SVC 

schemes [15-16], the high bit-depth MB can be pre-

dicted from the corresponding low bit-depth MB by in-

verse tone mapping. However, in [16], intra/inter pre-

diction is not realized in the high bit-depth layer, in con-

junction with inter-layer prediction. 

2. Residual Prediction: Residual Prediction can be applied 

in two ways. The high bit-depth MB can perform mo-

tion estimation after subtracting the predicted residual, 

or it can subtract the predicted residual after motion 

compensation. Residual Prediction is not used in the 

schemes proposed in [15][16]. The residual prediction 

operation described in [18] is performed only after mo-

tion compensation in the high bit-depth layer. 

3. Motion Information: In the proposed scheme, both low 

bit-depth layer and the high bit-depth layer have their 

own motion information including the MB mode and 

motion vector (MV). This is different to the approach in 

[15], where the high bit-depth MB uses directly the mo-

tion information obtained in the corresponding low bit-

depth MB 

3. PROPOSED TONE MAPPING AND TONE 

REPRODUCTION TECHNIQUES 

3.1 Proposed Tone Mapping Technique 

In the proposed tone mapping technique, we first uniformly 

divide the whole intensity dynamic range (i.e., 0~2
N-1

, where 

N is the bit-depth of the HDR image) into three parts (e.g., 

HDR sequence 
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SVC encoder 

Transmission 
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HDR sequence 

 

LDR sequence 
LDR 

LDR 
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Figure 2. Bit-depth scalable coding scheme in [17]. 
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Figure 3. Different tone mapping curve 
 

part_A, part_B, and part_C) and find the part with highest 

cumulative distribution function (CDF) and name it as 

part_Main. 

Similar to the idea of histogram equalisation algorithm 

where more bins are assigned to the region with higher CDF, 

the proposed tone mapping technique will allocate more bins 

to part_Main.  If part_Main is part_A, the proposed tone 

mapping formula operates as follows: 

1

2

, part_A
where 

, part_C

for
L H

for


 

 


 
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(1) 

where H is normalised HDR pixel intensity, L is the normal-

ised LDR pixel intensity. In this case, the pixel intensity in 

part_B is obtained by linear mapping from (1/3)
1

 to (1/3)
2

. 

Figure 3(a) presents the tone mapping curve of this case. It 

indicates that more intensity levels are assigned to part_A.  

Due to the physiology observation that the sensitivity to 

luminance intensity for human eyes is S-shape like, the tone 

mapping formula when part_Main is part_B follows this rule 

and can be expressed as, 

    

3 22.2024 3.2679 0.0655L H H H      

                     

(2) 

Figure 3(b) presents the tone mapping curve of this 

case. This curve is S-shape like. However, the shape is not 

very sharp to avoid over compression in both high and low 

luminance parts. 

If part_Main is part_C, the proposed tone mapping for-

mula performs as follows: 

   

1

2

, part_A
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Figure  4. Tone mapping results (left: [3], middle: [5], right: proposed) 

 

      

In this case, the pixel intensity in part_B is obtained by 

linear mapping from (1/3)
1

 to (1/3)
2

. Figure 3(c) presents 

the tone mapping curve of this case. It indicates more inten-

sity levels are assigned to part_C. 

 

3.2 Proposed Tone Reproduction Technique 
The proposed tone reproduction algorithm will enhance the 

contrast of the LDR image by referring the contrast in the 

HDR image. First, the contrast between two pixels m, n is 

defined as, 

                         
( , )

m n
C m n

m n





                                      (4) 

      We then modify the LDR pixel value by minimising the 

contrast difference between the LDR content and the corre-

sponding HDR content as follows [19]: 

                 
 
 


4

1

4

1

),(),(arg'
i i

ii xxCyyCminy
                     

 (5) 

where y, x denotes respectively, the original LDR and the 

corresponding HDR pixel values and yi, xi , i={1,2,3,4} de-

note their surrounding pixel values. Besides, the refinement 

window for y’ is ± 8 around the value of y. Then the final 

LDR value yfinal is obtained as shown in (6) by considering 

both the original LDR value and y’ to make the intensity 

more natural.  

                    
final (2 ') /3y y y 

                                      

 (6) 

 

4. EXPERIMENTAL RESULTS 

In this section, we present experimental results of our pro-

posed methods. The parameters used are: α1=0.6, α2=0.9, 
β1=1.1 and β2=1.4. The proposed tone mapping and tone re-

production techniques are applied on the luminance compo-

nent, while the chrominance components are tone mapped by 

bit truncation. Figure 4 shows the tone mapping results of the 

proposed technique, as well as the method proposed in [3] 

and [5]. It reveals that the proposed method preserves global 

contrast and presents good visual quality.  

To evaluate the coding efficiency brought by the pro-

posed tone mapping technique, the bit-depth scalable coding 

scheme in [17] is implemented on the SVC reference soft-

ware JSVM (9.16). The HDR input is 12-bit video sequence 

Sunrise (960540) and Library (900540) at 30 Hz [20], 

with 420 format while the LDR is 8-bit. The two bit-depth 

layers use the same quantization parameter (QP), and the 

inverse tone mapping is carried out by table looking-up 

where the mean squared error between the original 12-bit 

data and the reconstructed 12-bit data after tone mapping and 

inverse tone mapping is minimised. The QPs used here are 

{24, 28, 32, 36, and 40}. 

Figure 5 shows the coding performance for sequence 

“Sunrise”. Table 1 lists the comparison in terms of Bjon-

tegaard metric [21] for the high bit-depth layer in both se-

quences. Figure 5 and Table 1 show that the bit-depth scal-

able coding proposed with the proposed tone mapping tech-

nique has better coding efficiency in both bit-depth layers. In 

particular, the bitrate saving in the LDR layer is significant. It 

implies that the proposed tone mapping technique not only 

makes the visual quality satisfied, as indicated in Figure 4, 

but also provides an improved coding efficiency than [5] in 

video compression.  

The performance of the proposed tone reproduction 

technique is illustrated in Figure 6. It reveals more details 

outside the windows are enhanced after the processing of 

tone reproduction. 

5. CONCLUSION 

In this paper, we proposed a new tone mapping technique to 

well preserve the characteristics of the HDR image on the 

tone mapped LDR image. The experimental result shows the 

visual quality of the LDR image generated by the proposed 

technique is quite good. Moreover, the proposed tone map-

ping technique is also performed on the bit-depth scalable 

video coding scheme. Experimental results show that the 

improved coding efficiency brought by the proposed tone 

mapping technique is obvious. Besides, to further enhance 

the visual quality of the LDR image, a new tone reproduc-

tion technique was proposed. The effectiveness of the pro-

posed tone reproduction technique is also demonstrated by 

exhibiting more details on the processed LDR image.  
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Table 1. BDBR& BDPSNR of the proposed technique with re-

spect to [5] for “Sunrise” (GOP=8). 

 BDBR (%) BDPSNR(dB) 

Sunrise (12-bit) -1.03 0.12 

Library (12-bit) -2.72 0.24 
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 (b) 12-bit “Sunrise” sequence. (GOP=8) 

Figure 5. R-D performance of the proposed technique. 

 

 

(a) before tone reproduction 

 

(b) after tone reproduction 
Figure 6. Image illustrations for the proposed tone reproduction. 
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