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ABSTRACT 

Numerous Image Quality Measures (IQMs) have been 
proposed in the literature. While some are based on 

structural analysis of images, others rely on the cha-

racteristics (or limitations) of the  Human Visual Sys-

tem (HVS). However, none of the existing IQMs is 

shown to be robust across all types of degradations. 

Indeed, some IQMs are more efficient for a given arti-

fact (such as blurring or blocking) but inefficient for 

others. In this paper, we propose to circumvent this 
limitation by adding a preprocessing step before mea-

suring image quality. We propose to detect the type of 

the degradation contained in the image, then use the 

most “relevant” IQM for that specific type of degrada-

tion.  The classification of different degradations is 

performed using simple Linear Discriminant Analysis 

(LDA). The performance of the proposed method is 

evaluated in terms of classification accuracy across 
different types of degradations and shown to outper-

form different IQMs when used independently of the 

degradation type. 

1. INTRODUCTION 

During the last decade, we have witnessed an increasing 

demand for quality multimedia material. This is essen-

tially due to the development of advanced image/video 
production technologies. Indeed, the progress achieved 

in these domains is unprecedented.  Despite such a pro-

gress, quantifying and reducing image degradation con-

tinues to be a challenging problem.  A typical example is 

that of image degradation due to blocking effects in 

JPEG compression. This artifact manifests in the image 

as disturbing horizontal and vertical boundaries. 

In recent years, research efforts in image quality have 
resulted in the development of a number of IQMs. The 

most common metric is the Peak Signal to Noise Ratio 

(PSNR). Unfortunately, PSNR provides poor results in 

terms of correlation with subjective measures such as the 

Mean Opinion Score (MOS). Some methods were pro-

posed to improve the PSNR by adding Human Visual 

System (HVS) characteristics such as the PNSR-HVS 

[1]. This metric takes into account the limitations of the 
HVS in discerning fine details in an image. This limita-

tion is simulated using the Contrast Sensitivity Function  

 

 

 

(CSF). A more recent version was developed which takes 

into account masking effects [2] in the DCT domain [3].  

Some IQMs are essentially based on Human Visual Sys-

tem (HVS) characteristics such as the VDP [4]. How-

ever, this IQM is complex. Other metrics, such as the 

SSIM [5], use structural characteristics, or mutual infor-

mation concepts [6,14] to quantify image quality. 

Despite all these available IQMs, there is no metric aim 

that can predict or measure image quality accurately 

across all degradations. Indeed, the efficiency of a given 

IQM may be excellent for a given degradation but poor 

for others. This is essentially due to the fact that gener-

ally Full Reference (FR) IQMs cannot take into account 

the type of the visual distortion contained in an image. 

To overcome this limitation, one of the solutions is to 
identity first the degradation type contained in image 

then measure the quality of the image, using the most 

appropriate IQM.  Here, we do not focus on the particu-

lar artifacts such as blocking effects or ringing effects, 

but use a statistical framework that covers all possible 

degradations.  

In this paper, we propose to use Linear Discriminant 

Analysis (LDA) to model the statistical behaviour of a 
number of estimated IQMs (seen as features) across all 

types of degradations. After a training stage, the LDA is 

used as a classifier where the classes are the different 

types of degradations. 

The paper is organized as follows: Section 2 describes 

the proposed method and the image database used in our 

experiments.  Our experimental results are discussed in 

section 3 followed by some concluding remarks in sec-
tion 4. 

2. PROPOSED METHOD 

The overall block diagram of the proposed algorithm is 

presented in Fig. 1. We propose to detect the type of deg-

radation contained in a given test image before quantify-

ing the quality of such image using an appropriate IQM. 

We show the importance of knowing the type of distor-
tion contained in an image before measuring its quality 

though the following simple experiment.  

We selected 2 degradation types Blur and JPEG com-

pression. For each type of degradation, we ranked the 

different IQMs using the Pearson’s Correlation Coeffi-

cient (PCC) between each IQM index and the Mean 
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Opinion Score (MOS). The IQMs used here cover struc-

tural analysis, HVS-based, MI-based measures and clas-

sical MSE-based metrics.  These are: VIF, VIFP [6], 

VIF, VIFP [6], PSNR-HVS (PSNRH) [1], PSNRHVS-M 

(PSNRM) [3], SSIM and MSSIM [5], UQI [7], IFC [8], 
WSNR [9], VSNR [10], NQM [11], XYZ [12], SNR and 

PSNR. Other measures can also be used. 

 
 

Figure 1 – Flowchart of the proposed method. 
 

 

The PCC expressed in this context is given: 
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where i  and j  designate the ith degradation and the jth 

IQM, respectively. The index k  stands for the kth image, 

and K is the total number of images. 
 

Table 1 shows the final IQM ranking. Note that the rank-

ing is different between the two types of degradations.  

Indeed, the best metrics for blur and JPEG compression 

are respectively VIFP and PSNRH. 
 

Table 1.  IQM ranking for blur and JPEG distortions 

IQM 

ranking  

Degradation type 

Blur (8) JPEG (10) 

1 VIFP PSNRH 

2 VIF PSNRM 

3 WSNR VIF 

4 VSNR WSNR 

5 PSNRM NQM 

6 PSNRH VIFP 

7 SSIM VSNR 

8 UQI SSIM 

9 NQM XYZ 

10 IFC SNR 

11 SNR UQI 

12 XYZ IFC 

 
The estimated PCCs obtained for VIFP and PSNRH for 

each degradation, are shown in Table 2. The results con-

firm that it would be more efficient to first identify the 

type of distortion before measuring the image quality. 
 

Table 2. PCC for blur & JPEG distortions. 

 

Degradation type 

Person correlation 

VIFP PSNRH 

JPEG 0.9416 0.9120 

Blur 0.9188 0.9543 
 

In what follows, we present the image database used in 

our experiments. Then, after explaining the feature ex-

traction stage, modelling using LDA is discussed. 
 

2.1 The TID 2008 image database 
 

 

Figure 2: Sample images from the TID2008 database. 
 

 

In order to train and test the efficiency of the proposed 
approach, we need both training and test sets. TID 2008 

image database [13] is chosen for this purpose. This im-

age database contains 17 types of degradations with 100 

images per distortion using 25 reference images (i.e. 4 

distortion levels per image and per degradation). Fig.2 

shows some reference images from the TID 2008 data-

base. Table 3 lists the degradation types available in the 

database. The MOS values for all the degraded images 
are also available.  
 

Table 3. Types of degradation in the TID2008 database  

Degradation Type 

1 Additive Gaussian noise 

2 Additive noise in color components 

3 Spatially correlated noise 

4 Masked noise 

5 High frequency noise 

6 Impulse noise 

7 Quantization noise 

8 Gaussian blur 

9 Image denoising 

10 JPEG compression 

11 JPEG2000 compression 

12 JPEG transmission errors 

13 JPEG2000 transmission errors 

14 Non eccentricity pattern noise 

15 Local block-wise distortions of dif-

ferent intensity 

16 Mean shift (intensity shift) 

17 Contrast change 

 

For each degradation, we divide the images from the 
database into two sets: 

 Training set: used only in the learning process. 

 Testing set:  used only to test the efficiency of the 

proposed method. 

 

2.2 Features extraction 

In this paper, we propose to use the different IQMs cited 

above (see section 2) as features of inetrest. We assume 

that we have access to both original and degraded images 
(i.e. Full Reference metrics are thus considered). Some 

of the IQMs are HVS-based (such as the PSNRHVS) 
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while others are based on pixel-wise differences (MSE-

based metrics), or local structural information like the 

SSIM. The total number of features (or IQMs) used is 

12, these were listed in Table 1.  

 

2.3 Classification using LDA 
 

LDA has been used successfully in many applica-

tions including face recognition, microarray gene 

expression data analysis and others [15]. 

In this work, we propose to use the Linear Discriminant 

Analysis (LDA) approach for identifying the different 

degradations. Each degradation is considered as a class 

with a total of M=17 classes.  The IQMs estimated from 
a given image are seen as the extracted feature vectors 

(of dimension n=12). 

Linear Discriminant Analysis (LDA) is a popular 

method for dimensionality reduction and classifica-

tion that projects high-dimensional data onto a low 

dimensional space where the data achieves maxi-

mum class separability. The resulting features in 

LDA are linear combinations of the original features, 
where the coefficients are obtained using a projec-

tion matrix W. The optimal projection or transfor-

mation is obtained by minimizing within-clas-

distance and maximizing between-class-distance 

simultaneously, thus achieving maximum class dis-

crimination. The optimal transformation is readily 

computed by solving a generalized eigenvalue prob-

lem. 

The initial LDA formulation, known as the Fisher 

Linear Discriminant Analysis (FLDA) was origi-

nally developed for binary classifications. The key 

idea in FLDA is to look for a direction that separates 

the class means well (when projected onto that di-

rection) while achieving a small variance around 

these means. Discriminant Analysis is generally used 

to find a subspace with M - 1 dimensions for multi-
class problems, where M is the number of classes in 

the training dataset. 

Contrary to Principal Component Analysis (PCA) which 

considers each observation vector as a class on its own, 

the objective of LDA is to perform dimensionality reduc-

tion while preserving as much of the class discriminatory 

information as possible. Linear Discriminant Analysis 

searches for those vectors in the underlying space 
that best discriminate among classes (rather than 

those that best describe the data as in PCA).  

More formally, for the available samples from the 

database, we define two measures: (i) within-class 

scatter matrix, given by:  

1 1

( )( )
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w i j i j

j i

S
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    x μ x μ  

where 
j

ix  (dimension nx1) is the ith sample vector of 

class j, jμ is the mean of class j, M is the number of 

classes, and Ni is the number of samples in class j.   

The second measure (ii) is called between-class scatter 

matrix and is defined as: 

1

( )( )
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b j j
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where μ  is mean vector of all classes.  

The goal is to find a transformation W that maximizes 

the between-class measure while minimizing the with-

in-class measure.  One way to do this is to maximize 

the ratio det(Sb)/det(Sw).  The advantage of using 

this ratio is that if Sw is a non-singular matrix then 

this ratio is maximized when the column vectors of 

the projection matrix, W, are the eigenvectors of Sw
-

1
.Sb [15]. It should be noted that: (i) there are at 

most M-1 nonzero generalized eigenvectors, and so 

an upper bound on reduced dimension is M-1, and 

(ii) we require at least n (size of original feature 

vectors) + M samples to guarantee that Sw does not 

become singular. 

3. RESULTS AND DISCUSSION 

To evaluate the efficiency of the proposed method for 

degradation classification, numerous experiments were 

carried covering over 400 natural images different from 

those used during the learning stage.  

The experimental procedure is quite simple and requires 
the original and distorted images. In particular, the fol-

lowing main steps are performed: 

1. The images from the training set are processed to 

obtain the feature vectors.  Such feature vectors are 

then used to find the transformation matrix W. 

2. For each test image, we extract the feature vector 

consisting of the 12 IQMs, which is then projected 

onto W and compared to the feature vectors from 

the images in the training set. 

3. The class index (degradation type) corresponding 

to the minimum distance is declared as the detected 

class or degradation type.   

In our work, we used the Euclidian Distance since the 

results were comparable to those obtained using the Ma-

hanalobis distance but with a much lower computation-

al cost. 

Since the focus is on the degradation type, the perform-

ance of the proposed method was evaluated in terms of 

degradation classification accuracy for the different test 

images.  

We present in Fig. 3 the percentage of good classification 
for each type of degradation. Note that for all types of 

degradations, we achieve accuracies of over 90%. Actu-

ally, we obtained 100% accuracy for the majority of de-

gradations considered in our experiments. For all of the 

17 types of degradations, we obtained an average of  

98.11% classification accurcay.   
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Figure 3 – Percentage of good classification per degradation. 

To better visualize our results, we present the confusion 

matrix for different classes in Fig.4.  Note that the lowest 

results are obtained for classes 9, 12 and 13 (92%). 

 

Figure 4 – Confusion matrix for 1700 images from TID2008. 

The proposed method has been successfully evaluated on 

various images. Now, the quality of a given distorted 

image can be better measured using the more appropriate 
IQM. The detailed results from such analysis are cur-

rently being summarized for future publication. 

4. CONCLUSIONS 

In this study, we proposed a new pre-processing ap-

proach for a more robust estimation of image quality.  In 

particular, we discussed an LDA-based technique for 
classifying degradations before estimating image quality.  

The classification stage uses the different IQMs esti-

mated from a given image as features. Our experimental 

results show that the type of degradation can be esti-

mated with more than 90% accuracy. Such knowledge 

can be used for determining the types of IQMs that need 

to be used for evaluating quality.    
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