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ABSTRACT total power consumed and the delay in execution by the sys-

Word-length optimization of signal processing algorithims tem. Cost evqlua:llon IS typlca1l!3r/] the s?m of mdm;ﬂual com- |

a necessary and crucial step for implementation. Syste onent costs In the system. € performance ot any signa

level performance evaluation happens to be the most ti rocessing system is evaluated in terms pf a system spemﬁc.

consuming step during word-length optimization. Analgtic ypically, parameters such as output noise power, signal to
: noise ratio (SNR), bit error rate (BER) are used for this pur-

:)e;shendlc;uesr Qggﬁ ttz)eaecncggfe?tzetﬂiziﬁen al%ehrg?rfglgntitt) Stggu;ﬁt'pose. Evaluating performance requires the knowledge of the
pp P y system functionality and is hence not trivial.

all types of operators analytically and the increasing dive . .
sity and complexity of signal processing algorithms deman%ﬁi A hierarchical methodology has been developed [2] for

; . ! : efficient optimization and performance evaluation of large
a mixed evaluation approach where both simulation and an ystems. At the heart of this methodology is the single@ois

ource model, which is used to sub-divide the optimization
problem into smaller optimization problems. In this paper,
we further develop the single-noise source model to incorpo
I;igte the noise frequency response estimation.

The paper is organised as follows, the next section pro-
es motivation and previous related work. Section 3 de-
ribes the hierarchical framework, the role of singlesroi
urce model and the importance of estimation of the fre-
uency response. Section 4 develops the necessary mathe-
atical framework to deal with non-linear time-variant but

stationary sub-systems. Section 5 applies the proposed
framework for output noise spectrum analysis of a non-linea
1. INTRODUCTION second order \Volterra filter and presents the results odxain

Signal processing algorithms are increasingly findingrtheithereOf' In Section 6, the paper concludes with a summary of

way into modern electronic gadgets. While developing thecontrIbUtlons and discuss future work.
algorithm to fulfil objectives is quite a challenge, optinrat
plementation of these algorithms such that the implementa- 2. MOTIVATION
tion cost is kept minimal consists of many tough challengessimulation based techniques and analytical models have
One such challenge is to choose optimal computational kebeen proposed to measure performance of fixed-point sys-
nels having the right word-lengths to perform the signatprotems. While the simulation based techniques [3, 4] are appli
cessing computations. It is an obvious choice to use fixegable universally, long execution times is a deterrent ® us
point kernels over their floating point counter parts to savehem always. On the other hand, the analytical models pro-
area, power and time. vide closed form expressions for evaluating noise power for
Finite precision word-lengths introduce quantization er-different choice of word-lengths. The noise power can then
rors into the system. These errors have been studied withe used to evaluate the performance metric of the system.
the help of Widrow quantization [1] model which treats suchHowever, analytical models have not been developed thus
noise as small signal perturbations more popularly referrefar for all types of systems (e.g. un-smooth operators such
to as quantization noise. The amount of quantization noisas decision operators) and are applicable only on a subset of
introduced into the system brings to the forefront an optisystems.
mization problem which makes a choice between the cost Complex signal processing systems are often described
and accuracy of the system. with well known signal processing sub-systems. The exist-
The process of optimizing word-lengths is typically aning techniques for performance evaluation such as [5] requi
iterative process where an optimization heuristic is uged tthe system to be flattened all the way to the operator level
determine optimality by comparing the system cost and thé order to consolidate the noise contributions to the otutpu
corresponding system performance. While good optimizaThis is not only cumbersome but it is also sometimes impos-
tion heuristics can reduce the number of iterations, efficie sible as there can be sub-systems made of operators which
techniques for cost and performance evaluation reduce thao not have an analytical model. Hence a hybrid approach to
time taken for each optimization iteration. The cost of themeasure performance that can exploit the good of both sim-
system is generally defined as a function of area occupiedjation and analytical approaches is formulated. Also, the

alytical techniques are used for performance evaluation 0
the whole system. The interoperability between simulatio
and analytical techniques requires study of noise souras a
noise propagation characteristics. While the noise power a
noise PDF have been studied, the output noise power dist
bution has not been studied. This paper addresses the prg/tfa
lem of power spectral density estimation of the noise analyt

ically. This paper also proposes to use the spectral densi§g
estimate for noise power calculation by having an approxi:
mate filter thereby accelerating the process of performanc
evaluation.
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existing optimization techniques concentrate mostly atirop system. It is easy to see from comparison between Equa-
mizing word-lengths at the operator level and treat the wordtions 1 and 2 that the sub-system noise power replaces the
length of each operator as an optimization variable. The hie noise due to word-length quantization in the global optaniz
archical methodology proposed in [2] uses a divide and cortion problem.
quer approach which makes it easier to scale the optimizatio  To evaluate the performance at the system level, the entire
algorithm on bigger systems. The single-noise source modglstem is simulated at the system level with double pretisio
which is at the heart of this approach captures the effect afoating point accuracy only once to collect the data reqlire
quantization noise at the sub-system level for use in the sysor use with the noise model. The fixed-point system is then
tem level optimization. replaced by the single-noise source and the double pracisio
In a hierarchical approach, it is important that the noisefloating point system. Any greedy optimization technique is
generated in the sub-systems is propagated across hierased to optimize the sub-system optimization problemdtate
chies and eventually to the system output. The sub-systenms Equation 2. The same could be applied recursively up to
through which the noise is propagated could be sensitive tthe top-level design abstraction to solve the problem défine
noise distribution and frequency spectrum. Hence, instéad by Equation 1.
a simplistic metric like noise power, the quantization Bois While the proposed divide-and-conquer approach re-
spectral density and distribution needs to be studied at thg,ces the complexity of the problem by using just the noise
output of every sub-system. In the case of sub-systems ma@@wer, performance evaluation at the system level is not a
of arithmetic operators, it has already been shown experkjmple function of the noise power. Itis clear from first prin
mentally that the noise distribution is a parametric summagiples of signal processing that the performance of thd tota
tion of uniform and Gaussian distributions [6]. In this pape system performance would depend on the sub-system noise
we focus on characterizing the spectral characteristitiseof spectral and distribution characteristics. Hence, froerpér-
sub-system generated quantization noise. ~ spective of performance evaluation, study of noise splectra
Atechnique to shape the noise spectral characteristics fefensity and distribution is important. While the word-lémg
LTI systems has been proposed in [7]. In this approach, thguantization effects have been extensively studied ingerm
fixed point design optimization constraints are specified byyf quantization noise power, little has been done to under-

means of spectral characteristics of noise. The proposed altand and analyse other properties of quantization noise at
gorithm determines the word-lengths such that the spectrghe sub-system level.

constraints are met while minimizing area. The proposed

techniqueis interesting as it relates word-length chm'ctb_e 3.1 Single Noise Source Model

spectral density function. However, the problem considera

tion in this approach is converse of the problem considered iThe single-noise source model allows the use of output noise

this paper. Also, the proposed technique has not been dpplipower as given by Equation 1. To explain this central theme,

on non-linear or time-variant systems. Thus, the problem ofonsider a sub-systeBiin a hierarchically defined systef

spectral estimation of the quantization noise spectrasithen with inputx and outpusas shown in Figure 1. The noisleg

remains largely unexplored. andbs are associated with signatsands respectively. The
This paper demonstrates a simple technique to estimaf@werP, in Equation 1 corresponds to the noise power of the

the power spectral density of the output quantization noise signals. The total quantization noid® at the output of the

the sub-system and proposes a linear filter model to modslystem consists of two componebtg andbg for the noise

the effect of quantization at various sub-system hieraethi generated within the system and noise transmitted through

levels. The proposed model is shown to be applicable to norihe system respectively.

linear, time variant systems.

b ~

3. THEHIERARCHICAL APPROACH ‘ bst
The hierarchical approach in [2], a divide-and-conquetstr
egy is used to solve the multi-variable optimization profle x s G) s+ bs
The system is hierarchically divided at the boundaries ef pr B
defined sub-systems recursively. The problem of system op- bsg
timization in this hierarchical approach is formulated as @ G

min(C(P)) suchas A (P) > Ag; 1)

where,P = [Py, Py, ..., R\,-1] is a vector of sub-system noise Figure 1: Single Noise Source Model
powers at any given hierarchy. EachRfepresents the total
noise power at the output of thi& sub-system. This tech-  The noiseby(n) associated with the input signain) is
nique uses the sub-system noise power as the optimizatighdependent of the signal. The effect of this noise at the out
variable. putbg is calculated by passing it through the noise propaga-

_ Each sub-system is optimized by solving the original op+jon filter T which modifies the power spectruminflike the
stated as is modeled by passing the single-noise solxgtarough the
min(C;(Wp,)) suchas fp(Wp,) <R (2) noise generation filte®. The noise generation filter shapes
) the spectral characteristics of the noise to representfibet e
whereWp, is the vector of word-lengths ar@, fp are re-  of quantization noise generated within the sub-sysBenit
spectively the cost and performance functions ofitheub-  has been shown in [6] that the output PDF is not uniform and
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is in fact closer to being a Gaussian (due to central limit the  The noise propagation model for all arithmetic operator-

orem). Hence, noise sourbgis modeled as white Gaussian. based functions (including non-linear) can be lineariZgd [
The noise model used for propagation of quantizaHence without any loss of generality, the propagation and

tion noise through arithmetic operators [5] essentialty li generation equivalent system functions is considered to be

earizes the noise propagation for all types of arithmetit-no linear and time-varying system.

linearities under the conditions described by the Widrow

model [1]. Following the Widrow model for quantization 4.1 Windowing for Stationarity

noise, all the operator noise sources are known to be uniforrequency spectrum of the noise is meaningful only when

and white. The noise propagation models however tend to Bge nojse is stationary. However, not all signals are statio

time varying in nature. _ _ary. One way of handling this problem is by windowing the
Taking both noise propagated and generated into considignals such that they are locally stationary [8]. A patigelo

eration and given that the noise models are linear, the totgl| scenario is where there are too many such windows and

noise at the output of sub-systenis given by the windowing overhead out weighs the benefits. In such
N - extreme cases, one has to revert back to simulation based
bs(n) = G(n) ® by(n) +t(n) © by(n). () techniques.

5 _ e The windowing is performed such that all relevant sig-
Whereg(n) andt(n) are the impulse response of the filt&s  nals in the given window may be considered stationary. This
andT from Figure 1 respectively. As long as the output noisesense of pseudo-stationarity or temporally stationanty e
is stationary, it is possible to compute its noise power #gns aples estimation of the noise power spectrum. Itis not adway
spectrumSyy, (e!). Deriving an expression for analytical easy to find windows where the so called pseudo-stationarity
evaluation of the noise power spectrum at the output is th@ould exist. In such cases, the definition of pseudo needs
primary issue addressed in this paper. to be approximated such that the performance degradation is

] ) still conservative.
3.2 Accelerating Performance Evaluation

While evaluating the sub-system noise, the noise power, it&-2 NOISe Power Spectrum

spectral density and distribution are estimated. The nois€he noise power spectral distribution at the sub-system out

spectrum is represented by an equivalent linear filter whosgut is the magnitude response obtained by calculating the

magnitude response is a close approximation of the estimaté-ourier transform of the autocorrelation function.

spectrum. The linear filters replace the original sub-syste  The output of any time varying systerhis obtained by

while preserving the topology of the signal network. Thethe convolution operation of the system function with the in

idea here is to provide a framework which can be used foput signal. Consider a time window wherein all the coef-

CAD-based automation for mixed performance evaluatioricients of the varying systerd are stationary. The output

technique. noiseby(n) contributed by a noisky(n) at the input given by
The noise-equivalent is used in order to eliminate the

necessity of a full simulation to estimate the performance e

degradation with every combination of word-lengths. How- by(n) = kZ h(k, mbx(n —k) (4)

ever, the original signal is required for evaluating system - _

which cannot be handled analytically (such as decision op-ere, h(k,n) can be thought of as thgseudo impulse re-

erators). For handling such cases, the signal at the output &onse of the time varying systeril at any discrete point in

the sub-system which is the sub-system response to the itimenat thek" tap. The autocorrelation functidy, p, of the

put signal is obtained by means of a floating point simulatiomoiseby(n) at the output of such a system can be expanded

and stored in memory. The stored signal along with the filteraind simplified as

successfully mimic the behavior of the original sub-system

thus providing an analytical means to perform the perfor- Ro,b, (M) = E{by(n)by(n+m)}

mance estimation of the fixed point system without having ®

to simulate the sub-system. This method provides a seamless = > > E{hkmh(rn+m)...
framework for interoperability between usage of simulatio k=—cor=—o

and analytical modeling for performance evaluation of the bx(n—K)by(n+m—r)} (5)

entire system. This technique also enables traversingrier . ) ) )
chies and utilizes the sub-system filter model to consttact i APPlying Fourier transform on both sides of Equation 5, the

equivalent counterparts at any higher hierarchical level. ~ Power spectral density of the noise at output can be written
and expanded as

4. ESTIMATING FREQUENCY RESPONSE . o o
jwy —
Consider a sub-systeBiwhich is a non-linear time variant Sy (€7) WZWE{k:Zm:ZWh(k’ mh(r,n+m)...
system as shown in Figure 1 with noise generation and noise jeom
propagation system functioffsandG respectively. Both of bx(n—K)bx(n+m—r)}e (6)

these filters are similar for analysis in the context of thds p So
per except that, the noise power spectrum of the input to the ™
generation filtebg(n) is always known to be white while the - o2 2

input noiseby(n) does not need to be white. Thus the results Sﬂyby(ejw) =E{ Z Z Z h(k,mh(r,n+m)...
obtained in the following Equations are equally applicable m="ook=—wr=-e )

both system functions. by(n—k)bx(n+m—r)e~1“m™ (7)
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By takingm = p+r —k in Equation 6, the expression response depends on the number of coefficients whose auto
power spectral density can be written as correlation and cross correlations are to be found. When
there areNg number of delays in the noise expression, the
o o o total numger of correlation ternis; that need to be calcu-
jwy _ j ok lated isNg“.
Sty (€) E{pzz_wkzz_mr:z_mh(k’ mer... Each of the delay terms in the noise expression is associ-
ated with a coefficient. These coefficient terms are typycall

bx(n—K)bx(n+ p—Kje 1P .. dependent on the input signal and hence need to be caiculated

h(r,n+ p—k)e 19} (8) for every input sampl&ls. The effort involved in computing
_ ® . each correlation at 0 ®(Ns). Hence the total time for eval-
Soyby (€M) =E{ ) hi(k njelek uating the filter expressiofiypr is given by
k=—o0
hd Texpr = Ng?.tcorr + Na-tooer f- (14)

S h(rn+p—ke ...
r=—oo

- Wheretco is the time for computing one correlation
.  I\a—wp term andTceei ¢ iS the average time to evaluate each coeffi-
E{ z bx(n—kjbx(n-+ p—kje } ©) cient expression. The multiplication and addition operadi
required during correlation and the time for coefficient ex-
Sy (€19) pression are proportional to the number of samples. Hence,
it is possible to estimate the time required for computing co
Thus the noise spectrum at the output can be written as  relation terms and coefficient terms can be written as

Sbyby(ejw) = Hkﬁ(ejw)SDxbx(ejw) (10) tcorr = Ocorr-Ns (15)
tcoeff = Ocoeff-Ns (16)

p=—o

whereH (/) is defined as

© © Where Ocorr and Ocoeff are proportiongl constants.
I:Ik,r(ej“’) =E{ z h(k, n)el @ z h(r,n+ p— k)e 19"} Though there is a contribution of théy term in the com-
k=—

1L plexity estimation, it is of the order of few tens of elements
—- Whereas the order dfs is in millions of samples. Thus, it
Hi(e719) Hr (e1) can be concluded that the computational complexity to deter
_ _ (11)  mine the analytical expression for the syster®{ls).
Theh(k,n) andh(r,n) terms in Equation 11 are thetime-  |n a simulation based approach the performance evalu-

varying coefficients of the system under consideration. Bytion takesO(Ns) time and it has to be repeated for every
expanding the Equation 11 witfk,r) € (—,), and uti- jteration. In the proposed analytical method, though timeti
lizing the available symmetry, the expression for the poweto arrive at the analytical expressior$Ns), it is performed
Spectrum of the transfer function can be written as follows 0n|y once which can be regarded asa pre-processing Step and
hence better than any simulation based approach.

H(el®) = E{hchiat + E{hi;ahk})cos(Aw
€ k:ZmAZO( { +a) e ahie}Jos(Aco) 5. EXPERIMENT AND RESULTS
(12)

Clearly, the computation ofi requires the correlation 5.1 VolterraFilter
evaluated at &(k,A) in Equation 12. This is calculated only While it is trivial to obtain the transfer function of an LTys-
once from one single floating point simulation of the systemtem, an equivalent propagation and generation filter is con-
and is independent of the fixed point format. Hence, it issidered for a non-linear second-order Volterra filter. @ive
used in every iteration of the optimization process therebynputx(n), the outputy(n) for the Volterra filter is given by
delivering the acceleration during optimization over siaau
ton based approaches. - wofercoeficiensaroconsan, ) =820 +aa0- D)k

ncaseo systems, the filter coefficients are constant.
Hence it is possible to write the spectrum of the filter as BX(MX(n—1) +anx(n) + ax(n—1).  (17)

o ®  ® By replacing the operators with their equivalent noise nhode
H(el®) = z Z (hihi a + hiahi)cos(Aw) (13) the noise output expression for the Volterra filter is
i=—oA=0

by = {2aq1x(n) + a1 +a2x(N— 1)} bx(n) +

From Equation 13, it can be seen that the expression for
H(el®) degenerates t{H; (/) |> which is a classical result o

obtained in the case of LTI systems, thus also verifying the  {2ax:x(nN— 1) +ax+ a1ox(n) } bx(n— 1) + by(n) (18)
expression for the spectrum in the LTI case.

az
4.3 Complexity Analysis whereby groups together all the noise generated inside the
The proposed technique attempts to provide a closed forsystem. In this example, all the noise generated within the
expression as given in Equation 13 to represent the noisg/stem happens to be white and is not very interesting to
coloring filter. The effort for computation of the frequency study. Also, in the course of study, no quantization effects
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are introduced within the filter. Therefore, only the propag original sub-system is replaced by the double precisiont-floa

tion filter is presented. The propagation filter is given as

hi(n) = a1 (n)bx(n) + a2(n)bx(n— 1)

The termsas(n) andaz(n) are time varying. Thus, by ex-

(19)

ing point system and linear time-invariant filters whose mag
nitude spectrum is a close approximation of the noise power
spectrum. The floating point data and the filters are used
for all noise power calculation during every iteration ahgyi
optimization. The idea is to be able to seamlessly use this

panding the transfer function Equation 12, the spectrum ofechnigue in a complex and hierarchically defined signal pro

the filter becomes

IH(€1®)[? = (Ray,0,(0) + Rapr,(0)) +

(Ralﬂz (O) + Raz,al (0))COS(Q)) (20)

cessing system to find equivalent approximations at alt hier
archical levels. Using this technique accelerates theoperf
mance evaluation process in situations where both sinonlati
and analytical techniques are used. This technique algs hel
in noise power budgeting in situations where a divide-and-

whereRy, o, (0) are the cross correlation and auto corre-conquer algorithm is used to for optimization.

lation functions.

-=-Si nul ation (Col or Noi se)

This paper contributes by providing the necessary frame-
work and a generic filter coefficient formula for computing
the spectrum of any arithmetic based signal processing sys-
tem. The acceleration obtained is due to the fact that, a fixed
point evaluation of the system is not required during every i
eration of the optimization algorithm. Though the proposed
method requires windowing in case of non-stationary sgnal
it provides an alternative to complete simulation. As losg a
it is possible to define pseudo-stationary windows over the
signal, this alternative stands to gains over a pure sinoulat

Noi se Power (in dB)
3

—+Anal ytical (Color Noise)
—-Si nul ation (White Noise)
-Anal ytical (Wite Noise)
0 0.5 1

| |
B 2 25 3 35
r equency

Figure 2: Output noise power spectrum estimation form
\olterra

As input to the Volterra filter, a sine wave perturbed by[Z]
Gaussian noise is used as the input to the system. The corre-
lation coefficients and the impulse response of the equitvale
filter is calculated. The magnitude response of the filtercom
puted analytically is compared with the noise spectrumeat th[3]
output of Volterra filter which is obtained by fixed-point sim
ulation.

When the perturbation noise input into the Volterra filter
is white, the output noise spectrum traces the frequency re-
sponse. In the Figure 2, the output noise spectrum calcllatg4]
analytically and the spectrum obtained by simulation match
very closely. In the Volterra filter example considered, the
presence ofos(w) term in the magnitude response as shown
in Equation 20 is clearly seen as the spectrum tapers towarﬁ
the x-axis at higher frequencies. In the case of a colore
noise, the noise used to perturb the sinusoid is a coloured
band-pass noise. The output noise spectrum obtained analyt
ically matches the spectrum obtained by simulation. It bas t
be noted that the effect of thes(w) term is visible even in
the coloured noise case. (6]

The outcome of the experiments suggests that, the fre-
guency response of the filter derived analytically by adapti
the procedure described in this paper can faithfully resres
the frequency characteristics of the system.

[7]

6. CONCLUSION

A technique to estimate the noise power spectrum of arith-
metic operator based systems and thereby accelerating t
performance evaluation of fixed point systems is presented
Computation of the power spectrum in this technique re-
quires the auto-correlation functions of the filter coeéfitis
evaluated at 0 and is hence not computation intensive. The
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approach.
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