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ABSTRACT be efficient in additive white Gaussian noise cledsifig-9].
In this paper, we propose a new insights for theoshcoded These promising works on the AWGN chanr_1e| have been
modulation (CCM) schemes originally proposed byi&&z recen;ly further e_xtended by Escribano & al in tase of
al. using the approximation of the distance spentru R@Yleigh flat fading channels [10]. In this papee use
distribution with some usual laws, a complete stafiyne  Chaos Coded Modulation designs of S. Kozic [11&t#] we
performances of these CCM schemes when they apptimize them using the distance spectrum. Using th

concatenated with a Space Time Block Code (STBC) fPlimization step, we study the performances optioposed
proposed. Accurate bounds are obtained even idise of ©N20s Coded Modulation designs when we concatémete

time selective channels. with a Space Time Block Code (STBC) such as theotam
Alamouti’s scheme [13]. Concatenation of a Trellieded
1 INTRODUCTION Modulation (TCM) with a STBC code is recognized as

performing alternative to the use of Space Timdigr€odes

Chaotic signals, i.e. signals which can be destrias (STTC) [14-15]. The strength of our study constststudy
outputs of nonlinear dynamical systems exhibitim@atic  the case of block fading channels and we deriverrate

behavior. The possibility of using these signalsctry BER bounds. The contributions of our paper are ties
information was proposed in 1993 [1] and, sincenthe following ones:

chaotic communications has been an important tapic

digital communications. The seemingly unpredictable Detailed study of the distance spectra of theosHaased
behaviour of chaotic systems renders their useeture encoders.

communication systems highly attractive. Due toirthe . Derivation of accurate BER bounds for quasi-statock
extreme sensitivity to initial conditions which,rfexample, fading channels.

facilitates theoretically the separation of mergpaghs in a

trellis based code, these systems have also bewideced The rest of the paper is organized as follows.detisn 2, we

as good potential candidates for channel enco@R].[This  give new insights for the chaos coded modulatidreses
explains why chaotic modulations and channel ensodeproposed by S. Kozic. In section 3, we study the
derived from chaotic systems have been extensatelyied performances of the concatenation of the Chaos cCode
in the open literature. There are several typeshabs based Modulation (CCM) together with the Alamouti's STRGde

channel encoders, According to us, our type thob&W for quasi static block fading channels. The coridgd
transmit a complex quasi-continuous alphabet i®sé remarks are eventually given in Section 4.

which are inherently chaotic in all their charaistiizs. These

channel encoders exhibit a high spectral efficieangl can

be compared to Trellis Coded Modulation (TCM) schem 2. CHAOS CODED MODULATION SCHEME,
Many works deal with the optimization of such cadand, DISTANCE SPECTRUM STUDY

among them, perhaps the most famous ones were those

named Chaos Coded Modulation (CCM) schemes. Howev&-1 CHAOTIC CODER STRUCTURE

the weakness of such transceiver was their poor BER

performance since they did not have even bettefVe consider the Chaos-Coded modulation schemegofiFi
performances than un-coded systems such as BidmgeP This scheme was originally given by S. Kozic in RBD
Shift Keying (BPSK) [4-5]. This was particularlyetitase for works [12]. The scheme of Figure.1 can be represehy
the systems which use CSK (Chaos Shift Keyingmeans of a convolutional coder of rate1l/(n.(Q+1)),
Modulation [6-7]. Nevertheless, some recent studiege where at each time stdp one bitby enters the coder and a
stressed the fact that Chaos Coded Modulation (CCMjector of Q+1) bits v = [\Q,VQ_l,...,VO]TiS produced. The
systems, working at a joint waveform and codingelegan  signal constellation is realized by a weighted sximectors
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2" A®"Y mod (1) whereA is some matrix which optimizes The choice of the remaining parametaysis done using
the distance spectrum of the code. This mapping,tddhe the distance spectrum of the code. The state otdder is
modulus operation, is a highly non-linear operatamd defined by vecto&: SK=[bk,...,bk_n,...bk_Qn,...,bK_(Qﬂ)_nﬂ]T
serves as a chaos generator. Henceforth, we haystem Concerning the choice o, it's clear that the Viterbi
which combines a convolutional coder with a highdecoding algorithm is rapidly limited by the comyptg in
dimensional mapping in the same way as Multi-l&vellis ~ the number of states which is equal t§@™. Practically,
Coded Modulation (M-TCM). The corresponding the numbemn(Q+1) should not exceed 12 which correspond

convolutional coder is classically described by: to 4096 states. Far = 2, this gives a maximum value Qf
v,(D equal to 5. The choice is related to the chaotic
h(D)= bl((D)) RACMTSUASSATE N bghaviour of the coder. R

S. Kozic defines several possible matrides(t;;} in his

work which give good performances: 22 SPECTRUM DISTANCE ANALYSIS
1 0 0 10 1 100

T =10 1 0| Tegx={0 1 0] Te,=(1 1 O In order to optimize the coders, we study theirtatise

00 - 00 - 11 - spectrum. To do this, we have to determine thedtajies

in the trellis which start with a common st&8e= S and
evolve in disjoint paths forL{1) time steps and then merge
o, N again into the same stae= S, not necessarily equal &

X, :22'0*1) A%y (D)+ z Z™y, ©) mod(1) ( ; This kind of trajectory in the trellis defines aofpand the

i=0 i=Q,+ loop is characterized by its initial stafg its final stateS,

Before transmitting, on the channel propagation medium,and its length_. The distance of corresponding codewords
we modulate each of its components in NRZ-BPSKriteo  belonging to the two competing paths in the loop is
to obtain a average zero mean value to betterfaaemwith L1 2
a zero mean additive noise such as for AWGNckbi.e: d2g.g = Z ” X, - XW 3)
Xk — 2Xk -1. o m=1
Rather than a global optimization algorithm whidiosld  The problem of the computation of (3) is that, kllinear
look for the convolutional coder together with #mapping  codes when we can choose a reference path eqaablio
process, we choose to fix a convolutional codeucsire  ,qro sequence, due to the non-linear mapping, we t@
and then we work on the mapping process by using f@st g|| the possible transmitted sequence forvangloop
particular form of matrixA. We found that the choice |ength together with all the possible starting estatHence,
Tij=Tsnin for i =j andT;=Teen fori #j enables to obtain & he™ gistance spectrum computation problem is of non
large set of performing non-linear mapping with For  hoynomial complexity and in  straightforward manner
example, in the cage= 2, using this choice for matricé  requires the inspection of all possible initial diions and
we are looking for —matricesA with the following g possible controlled trajectories. For examphere are 2
structure: [ J MO 2" different controlled trajectories of length In

Concerning, the choice of the matdx we can write the
transmitted vector at the output of the modulator:

L= order to compute the distance spectrum with a redde
a 1 complexity while keeping a sufficient accuracy, fwem all
and we optimize the choice d,; using the distance the possible pair of sequences starting from angstate and

spectrum. both converging towards an other state dftesteps withL
be  bena beon  Beromna belonging to the intervaldn+1, n.(Q+m)], i.e. the length of
- - - - the loop varies fron@n+1 (the constraint length of the code
E j E ;’ plus one) to ta.(Q+m) (we limit practically the search ta
= 2 or 3 in our case due to the computation burdérg
Toc | Tor | | Too | _ have partitioned the distance spectrum into subbgts
el distinguishing error events which entail one ety error
% ———- —( —>%9—’|:|—’ events which entail two error bits, error eventscivtentail
' three error bits and so on... In practice, we limit search
Tio | Tu | | Tic 52 por to error events which entail five maximum errorsksince
X p D" Xk simulation results evidenced that it was sufficienbbtain
TV Y . accurate upper bounds for the BER.
I | | + We obtain for example with matriceb;;=Tspn for i = j and
| | | Tij=Teen (i..n=2) fori #j anday = 8,Q =Q, = 3, the
Tos | Tox | | Too | distance spectrum illustrated on figure 2.
Zen In fact, we found that, in a majority of cases, #hape of
b -————b O“D" the distance spectrum is close to a Rayleigh digion with
. the following probability density function:

Figure 1: Trellis chaos coded modulation encoder
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(x- ]) & Oem)izaf There are several solutions to improve this. Thet is to

fe(X)=—7%— e » X2 M 4 make input bits enter the coder by groupk dits. In this
I 4) case, the coding rate becomes equal kgn.(Q+1)).
fc(¥) =0, x<m However, this considerably reduces the correlatlegree

For example, with the distance spectrum plottedigre.2, between consecutive states and renders the tredifs
we calculate parameters ando? to obtain the best fitting Pinary. We found that the penalty encountered b th
between the pdf of the distance Spectrumfé(rxdn o) we method too much important (usig= 2 (esults in 4 dB
obtain with classical MMSE technique; O ¢°06.7. This 0SSes compared fo= 1) so we prefer using puncturing to
corresponds to a minimum free distance of the cedenl ~ncrease the coding rate of our proposed coders.

to did] 6.7. We have developed an original EM
(Expectation-Maximization) algorithm to obtain the 3. CHAOS CODED MODULATION SCHEME

approximated Rayleigh distribution of the distaspectrum CONCATENATED WITH STBC
in the general case where the distance spectruks lde a
mixture of Rayleigh laws [16]. 3.1 Computation of the Pairwise Error Probability
" the concatenation of the chaotic encoder with a¢8p
l //\ I Time Block Code) STBC, as the well known Alamouti’s
0.08 e scheme, is illustrated on figure 4:
0.07 - // \\/ i
/
006} 8 chaos N 7 | STBC
real distance spectrum encode L > code

A 4
Channel:l

002} // \\\\ , Viterbi Tt MRC
// \ Decode Ccmbinel [«

J s 10 1 20 = < e 40 Figure 4: Concatenation of the chaos coded modulaticoder and

. . . a STBC code
Figure 2: Distance spectrum of the chaos codedutatidn

To end this part, we give some BER results on AWGI\}Ne considerx, is a vector of two transmitted analog
channels, using the optimization obtained by thetadice symbols: x %, (K) )
spectrum computation to find good modulation patanse X = X, (K)
Due to a lack of place we only give simulation fesstForn  thase two symbols are transmitted using the wedwim
= 2, we obtain the following result on figure 3 .
The chaotic coder outperforms uncoded BPSK at higalamouti’'s schemeg = X (K) = %3(Kk) or, in the case
SNR’s due to good asymptotic properties with a maige X, (K) xi(k)
high free distance. The weakness of this kind dfcs their
poor coding rate. of real transmitted symbols; = (Xl(k) B XZ(k)J.

X (k) % (k)
In the case of quasi-static block fading channeltgnnel
remains constant over the duration of a transmittecket
but changes from packet to packet and there iad to use

Re an interleaver between the chaos-based channefi@naad
10 \ Yoy the STBC. The received signal within two conseeutimne
\ : ~ z \N slots can be written in the following way:
w 10"k an
Ny Ya() =y, (1) + By, () + 1y (1) o)
' : \ Ya(n+D) = y,(n) = =hy, %, (n) + hyx; (n) + 0, ()

107} - a=8, Q=3, Qa=2, no-puncturing \4_ g

8, Q=3, Qa=1, no-puncturing

8, Q=3, Qa=

SK3 no-punciuring | using the Maximum Ratio Combiner (MRC) we obtaig th
1, no-puncturing

=1, punctuing 817 : two decision variableg;(n) andZ,(n) :

1 punctunng 4/3

thotdato
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Z,(n) = ([, [+, 1), (0) + h,ny (n) + 0 (n)
Figure 3: Performances of Trellis Chaos-Coded Matihn over 2 2 . .
AWGN channels fon=2, Q=3 Z,(n) = (|| +[ )% (n) + ey (n) = by ()

0
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there will be an error event when having sent dgpience

each time the decoder choog&s x, both sequences starting

in the same state and merging again in possiblgrattate
after L steps, when the decision metric implyixgwill be
inferior to those withx. Assuming ML decoding, this is
equivalent to:

(X - X‘hn hz1 )
Probg( Z

()= [+l bl + [z (347 + o))

L+m-1

< S0~ B o)+ o) ()

After some manipulation, we obtain the conditional

probability of error:
R(x = x|h, b, x) =

(s wﬁ)”[fg”‘m‘fxl(n)— AORIA0S xz'(n)r]
V20

=ercf
2

(®)

In fact, smcehll and h21 are complex Gaussian random
variablesB=(|h,1[*+|h,,P) is a central chi-squared distributed

random variable, whose probability density funct{@®DF)
1 — X
d/2-1 exp(_ 2)

is given by:
_. . 9
ol 2°r(d/2) 2.0} ©)

Ps(X) =
To deriveP, we need to Averag (8) over the distributiorBof
(9) [17]:

_1 Co?o, _ Cao,
R(x - x ‘X) E (CZ.U'hZ +4a.2)3/2 2_@20.h2+ 40.2)1/2 (10)
. 2 _ bt N N
with: C Z X1 (n) —xl(n)] +[x2(n) - xz(n)]

2
and: off = E[|hl1| ] = El|hzy/]
To compute the probabilit(x>X’), it is then necessary to
study the distance spectrum of the channel coder,we
need to average (10) over the distribution of thargjity C.
Using Gaussian distributions [16], we obtain:

N L +o0 (—1)n+1.2nn(n+]) ( h+ :) I oA
P (x - X)—; 2 ((n+1)!)2 '\/Ergj gﬁ(”ﬂ)'
L:Z".nll ((_pl)— n;!'[ rInF:F'_+n1 i J)p_n-“"pﬂ (19

m

2 2
—-u°/2.
upeu aj

.du
with: i =My
to —u?/207

Jp = n,[ e
I, andJ, can be computed recursively. We have:

fm‘2/2.af l

(p+1).(m)™ o/.(p+1)
Depending on the parity @f the former formula enables to
calculatel, given the first valued, or J,.
For J,, we have:

+oo —u?/207

JTdu =-0o’.

du

p+2 - P

J.( u/a) 20

LI2

J, = du=

m m

Il Il

+oo g

. (m1207)
m? /207

with: E1,(x) = | eT dt

ForJo, we have:

J, —J 2% du= \/_.0'

m m, /«/E.al

+00

e, dx:\/gaj .erfc(rjn/\/_ZUj )

For the computation df:

2n
—u /20 ~ n u 1
(- 1) — =21 :
Z I (2.0 i R 2'n 1o
m +oo n
- 2 1 .
| = uPe™ %7 d 27( ) IuZ” Pdu=
P 2"nl.o
Amin m; n=0 dmln_m

+00

2

n=0

(-2)

2"l (2n +p+ 1) [m2n+p+1 (dmm -m, )2n+ p+1]

The expressions of the Pairwise Error Probability) (are
serial expansions in terms of, the variance of the additive
white Gaussian noise on the link. It can also h@essed in
terms ofE,/N, taking into account that:

1 _ 1
3.Q+Y)nN, 6.Q+1)no?

(12)

Ey/ No = E./(n(Q+1). )=

2 _ 1
6.Q+1n.( /'N)

Es~=1/3 corresponds to the average energy per tratesmit
symbol.

To obtainP, we have to average some approximations [18],
finally we obtain this expression:

P si w.R, (X - x) (13
w=1
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