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ABSTRACT greedy approaches are examined and compared, both are
This paper aims to maximise the rate over a MIMO linktrying to maximise the overall rate with the same set of
using incremental power and bit allocation. Two differentconstraints. However, one of these algorithms considers
schemes, greedy power allocation (GPA) and greedy bit allogreedy power allocation (GPA) that achieves the target BER
cation (GBA), are addressed and compared with the standatd its maximum desirable value. The other algorithm [8]
uniform power allocation (UPA). The design is constraineduses the greedy approach but with bit loading (power is uni-
by the target BER, the total power budget, and fixed discretform distributed among all subchannels) and has to cayefull
modulation orders. We demonstrate through simulatiorts th&onsider achieving of the average BER not to exceed the tar-
GPA outperforms GBA in terms of throughput and powerget BER, we call this algorithm: greedy bit allocation (GBA)
conservation, while GBA is advantageous when a lower BERoth approaches are compared with the standard uniform po-
is beneficial. Once the design constraints are satisfied, rever allocation (UPA) scheme.
maining power is utilised in two possible ways, leading to  While achieving target BER, both GPA and UPA
improved performance of GPA and UPA algorithms. Thisschemes would save some unused (excess) power, this po-
redistribution is analysed for fairness in BER performanceaver can be redistributed for BER improvements. Two power
across all active subchannels using a bisection method.  redistribution algorithms are considered, one simplycaite
power equally among all active subchannels while the other
1. INTRODUCTION achieves fair BER across these subchannels. The rest of this
paper is organised as follows. In Sec. 2 the rate maximisatio

to channel conditions in multichannel systems has been pr(?—ro?fgﬁ‘;%‘ﬂt?gﬁ;eg;g]Oisgln'si'rfogggIagedéévg'lii]thgggnegr{t
ved to significantly enhance the overall system performanc%lp%rithms uSin excessg ower redist'ribijtion are F;o osed
provided that channel state information (CSI) is known to 9 9 P prop

the transmitter [1, 2]. This includes the achievement of ei_Sec. 4. Simulation results evaluating system performarece a

ther higher data rates or lower power requirements under Ormghhghted in Sec. 5 and conclusions are drawn in Sec. 6.

or more practical/design constraints known respectively i

the literature asate maximisation [3], or margin maximisa- 2. PROBLEM FORMALISATION

tion [4]. Multiple transmission channels arise for example inwe consider the problem of maximising the throughput of a

multicarrier systems such as OFDM and for MIMO systemsharrowband MIMO system withir transmit and\r receive

using spatial multiplexing based on e.g. the singular valuantennas characterised by g x Nr channel matridl un-

decomposition (SVD). In both cases a number of subcharder the constraints of: a fixed total transmit power budget

nels with different gains is obtained over which a reliablepbudget a specified target BEgzgarget’ and fixed QAM mo-

communication is to be established. The parameters to kf|ation orders

considered in such loading problems are the bit error ratio h

(BER), the data rate and the total expended transmit power. My = { 2% 1<k<K, 1)

The sum-rate of a multichannel system with different sub- 0 k=0,

channel gains is of particular interest from the systemguesi where the maximum constellation sl — 25™ with by €

point of view which can be optimised using bit and/or power{0 1,2,--- 6™ is limited

loading schemes. o ' y
Optimal standard water-filling solutions assume infinite

modulation orders and real-valued data rates which issrea”descending ordeUiZ,l <i < N, whereN — rank(H) <

tically infeasible and leads to a final rounding remedy s8p [ min(Ng, Nr) anda; are the singular values &1. This maxi-

that degrade the overall performance. Power and bit allo_c%isation can be defined by the optimisation problem
tion problems are usually phrased as closed form expression

with respect to either channel capacity [5] or bit error pro- N
bability [6]. Alternatively, so-called incremental or gy max Zlbi, (2)
approaches optimising sum-rate using power [7] and bit [8] i=
loading schemes can achieve higher rates at the expensegubjected to the constraints
computational complexity. N
In this paper, the data rate maximisation is considered lel < Phudget and Py = gztt)arget (2a)
=

Transmission resources (bit and power) allocation acogrdi

By means of a SVD, the channel matiiX can be de-
coupled into anN independent subchannels with gains of

using both power and bit loading schemes. Two different
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or We assumeéM-ary QAM modulation where the BER is

N _ iven by [14

Z\PI = Phudget and < «@f)arget, (2b) ? v

i= Poi= F(%,M)
whereb; and R are, respectively, the number of bits and Q(v2y) forBPSK
amount of power allocated to thth subchannel. The ave- .
rage BER is defined as - o 1 3y

gl
SN b P 002 ' (.8)
7= S0 3
b zi'\‘:l bi 3 By allocating the power equally among all subchannels, the

subchannels SNR in (8) is given by
with #,; being the BER of thath subchannel. The aim
of this paper is to explore the effect of these two different Vi =P x CNR = PDUdQEtX CNR. (9)
constraints on the overall data rate by using greedy algo- N
rithms that perform power or bit allocation, respectivéipo-
reover, BER improvementis the second stage of interest aft
achieving the maximum system throughput.
The channel-to-noise ratio of thi subchannel is given

by

O \ WM = 71 (257 ) (10)

R| - 707 ( )

where_1; is the total noise power at the receiver, while its
signal-to-noise ratio (SNR) is

ccording to (8) and by assuming the existence of the in-
erse of.7, the minimum SNR that is required to achieve a

throughpuby = logoMy with BER of 222%%'is

3. INCREMENTAL BIT AND POWER LOADING

3.1 Incremental Bit Loading

In [8], an incremental bit loading approach is proposed to
¥ =P xCNR. (5) maximise the throughput and efficiently fulfil the qualitf~o
service (QoS) in terms of the mean BER, i.e., the constraints
Closed form expressions and solutions of the throughptit (2b). However in order to achieve this, a power allocation
in (2) are extensively considered in the literature, see foscheme has to be predefined across all subchannels which
example [9, 10] for a review. Based on the concept of thavas chosen to be a simple uniform power allocation (UPA).
SNR-gap approximation [11], a closed form fgris given ~ The algorithm then starts with filling all subchannels with

by [10] the highest modulation ord&fkx and then iteratively remove
% bits from the worst subchannels in order to achieve the mean
bi = logz (1+ F) , (6)  BER of (3) not to violate the constrain®y, < P9 This

o . solution can be described as a greedy bit allocation (GBA)
wherel” denotes the SNR-gap that signifies the loss in SNRcheme, however, it lacks the beneficial of the efficient po-
of a particular transmission scheme when compared to thger distribution as power is equally distributed among all
theoretical channel capacity. For QAM modulation schemessypchannels. In the following, we will introduce an effidien

this SNR-gap is given by (greedy) power allocation scheme.
- 1 ot i\ 1? @) 3.2 Greedy Power Allocation (GPA) Scheme
3 4 ' By adjusting the transmit power to exactly fulfil the tar-

get BER 2% across all subchannel®y,; = 2% the
where Q71 is the inverse of the well-knowi®-function ~ GPA algorithm is trying to maximise the throughput with
Q(x) = %jf e Y"/2du, and Ps; is the symbol error ra- the constraints in (2a). In order to achieve this, an initial
tio (SER) gf theith subchannel. It is clear from (7) thitis sation step of a UPA has to be done first to load all subchan-

not fixed for all subchannel but depends on the subchannBF'S With QAM ordersvl; according to their in (9) and by
SER which in turn depends dn and y; of (6). This de- dsing (10), where the indéek is obtained such that
pendence has to be taken into account whenever the rate or . QAM AM
the gain in (6) is changed. Nevertheless, this approximatio kit M=K and ¥ <¥i1 s (11)
is valid only for very low BER, typically 108, and higher L OAM OAM .
QAM orders which is not usually the case for realistic appli-Vith ¥~ = 0andyg, ;" = +o (cf. Fig. 1). The throughput
cations [3]. of this UPA scheme is therefore

Direct optimisation of (6) with the constraints in (2a) N N
or (2b) under consideration leads to the well-know water- Bupa= Zbi”pa: leogszi (12)
filling solution [5]. However, the resultant bit allocatiai- i= i=
tained by the water-filling is real-valued and requires roun . . .
ding off %:) the nearest in?eger value. This quan':iqsatiodstea while the difference (saved) power from the total budget is
to an overall loss in performance. Alternatively and more AM AM

N v \Q N R

accurately, greedy approaches [10] have been proved to be pupa_ Yi— X% — Phudger— Y (13)
optimal in this sense [12, 13]. d CNR, udget i; CNR,
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subchannels SNR
& QAM levels

Table 1: Bit Loading using GPA - Constraint (2a)

WAM
K

)21

VQAM
3

3 N subchannels

Figure 1: Subchannels residing into QAM levels according

to their SNRs and UPA with excess power shown by the sha-

dowed areas.

The procedures of the GPA algorithm based on the UPA
initialisation is illustrated by Fig. 1 and given completah
Table 1. Then power difference frol?(ljp is collected and

Initialisation:
Initiate GPA withP{*®= P{*%in (13)
For each subchannietio the following:
Seth?= b**andk; using (12) and (11), respectively
Vgﬁl\lll 7y|$AM

Cal. the min required upgrade powéip =

CNR
Recursion:
while P§P?> min(P") and min(k;) < K
j = argmin(P)
1<i<N
Updatek; = k;j + 1, P{P*= PPe— PP
ifkj =1
%P2 — log,My, PP — K ™
i
elsaif kj < K
AM AM
porpa_ bQPa+ lo Mkj puP — yg+17y8
i =0 R \M )N T o
else
My
end
end

EvaluateBgpa= SN ; b?**andP{P*

iteratively allocated to subchannels that do not yet relein t
maximum allowable QAM leveK. The throughput of this
algorithm Bgpa and its final power difference froryudges

excess powerB;"* and P{** are utilised for BER improve-

nga‘, are evaluated. The usage power of both UPA and GPAnent of both UPA and GPA, respectively. The algorithm can

algorithms are therefore, respectively,

be described for the UPA as follows:

1. Determine the active subchannglsh'™®+ 0 and their

PP = Phudger Py™ (14a)
and P2, Poudget— P55, (14b)

this is a useful measure of how efficient, in terms of power?2.

utilisation, both algorithms are. Note that this quantityot
defined for the GBA scheme as it uses, by definition, the total
power budget.

3.

4. BERIMPROVEMENT VIA EXCESS POWER
REDISTRIBUTION

Since UPA and GPA algorithms presented in Sec. 3.2 cannot
attain the complete usage of the total power budget due tg_

the constraint of the fixed modulation orders, in additicat th
BER has to be tied to a given (target) valza9®'for mathe-
matical tractability. Therefore it is proposed in this $act

respective allocated modulation ordéfg that is occu-
pied by the UPA, wheré;, as above, is the index of the
QAM orderMy that is assigned to the subchannel

Calculate the minimum required SNR to achiexg
across these active subchannels using (109(%%" =

71 (@fﬁ“ge‘, Mh).

Equally allocate the excess powP* among all active
subchannels and compute the subchannels’ new SNRs as

rget

upa

P
QAM 4 4 CNR,,
Na

Y=Y (15)

whereN; is the number of active subchannels.

Calculate the subchannels’ new BERs using (8) as
PP = 7 (y,M) and then the mean BERZ,
using (3).

to utilise the remaining excess power for BER performancd he same procedures ar%%glied for the GPA algorithm to
improvement. This is done by redistribution of the differen ~ redistributeP;"* and obtainZ" .

power of both UPA and GPA algorithms, which can be achie-

ved in two distinctive possible algorithms presented in the#.2 Fairness-BER Power Redistribution (FPR)

following.

The UPR presented above equally allocates the excess power

among all active subchannels results in an unequal subchan-

4.1 Uniform Power Redistribution (UPR)

nels’ BERs which depend on subchannels GMRd their

The simplest and most straightforward way to redistribut€®ccupied modulation ordersl,. Therefore, the expected
the excess power that is left unused by the UPA and GPAnean BEREZEpa or .@%pa may be dominated by the worst
algorithms is to equally allocate these powers across all aéndividual subchannel’s BER as a result. Moreover, it is de-
tive subchannels regardless of how much BER improvemersirable to achieve same BER performance across all subchan-
is attained by each subchannel. We call this power redistrirels for fairness in QoS or link reliability applicationshé-
bution algorithm: uniform power redistribution (UPR). The refore in this Section we adapt the power redistribution for
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an algorithm that can achieve this QoS fairness across @ 25
active subchannels for both UPA and GPA algorithms, this
algorithm is referred here as fairness-BER power redistrib

tion (FPR). Compared to the UPR algorithm, a new factol

N
o

ai € R,1<i<NgY;ai =1isintroducedto the lastterm of 3
the r.h.s of (15) to adjust the power redistribution cordis \%15 ,
for equal BERs across all active subchannels. This can b £
mathematically formulated as 5
S 10 s
solvefor a = [ai,02, - ,0N] E
(16) "
thatresultsin y = F1(2F M) Wi, s 1
—e— UPA
Where AM G\ L L L L L L L : g\;ﬁ - [8]
Vi= VKQ +ai-Py-CNR a7) 0 5 10 15 20 SNéS[dB] 30 35 40 45 50

is the new subchannels’ SNRs aﬂf is the fair (constant)

BER across all active subchannels. From (16) and (17), thgjgure 2: Throughput results for a 4x4 MIMO system with
entries of the unknown vectar are given by gzgarget: 103 and varying SNR.

71 (M)~ 2

o = 1<i<Ng. 18
I Fa-CNR oo (18) Itis shown from the throughput results in Fig. 2 that GPA
. Na . , algorithm performs better than both GBA and UPA algo-
Since3 ;= aj = 1 and by defining the function rithms. An explanation to this is as follows: since the po-
N ol OAM wer allocation of the GBA algorithm is done using the UPA
f(P )g a S (gvaka) W 1 (19) which is an inefficient power allocation scheme, therefore
b) = i; P;-CNR, ’ wasting power for unnecessary improvement (compared to

the requirement ofZ,"9) of the mean BERZp, < 249

it is possible to find a solution (root¥?| of f(2,) such  On the other hand, the GPA algorithm is efficiently utilise
that f () | ;5,_ ¢ =~ 0. The bisection method is used to the total power budgddge(Power is allocated according
find such solution. The complete FPR algorithm is given ado t.he gre.edy approach) to maximise the pverall throughput
follows: while achieving BER to its maximum requirement8,; =

1. Given the active subchannels : 1 < i < Ny 5 V. This means better investment of the total power

and their respectiveM, as well as CNR and towards_ the rate maximisation problem. _
Py for either UPA or GPA algorithm, calculate !N Fig. 3, the power usage of UPA and GPA algorithms
target are compared, in conjunction with the achieved rate in Kig. 2

AM _
VIS =7 (gb ki ) which shows better performance of GPA over UPA algo-
2. Locate two possible appropriate BER points that returmithm. Note that GBA algorithm (shown as tRgqdgetcurve)
the functionf (2%, in (19) with two opposite-sign va- cannot be compared here as it spends all power budget get-
lues that are close to zero. The$® points exists in the ting improvement in the achieved average BER as will be
; target 4 shown in Fig. 4. Once the throughput reaches its expected
domam(o, o 8} ; wheree — 07 maximum of 4subchannelsx 6 bits= 24 bits, extra power
3. Use the bisection method to find the rc@f thatreturns is no longer required. Therefore, the effective used power
f (2F) — 0. This BER solution is denoted byg,upa for both UPA and GPA algorithms in (14a) and (14b), res-

. F.gpa pectively, starts to saturate to the minimum power that is
‘;ﬁ[}me UPA algorithm and by?, ™™ for the GPA algo-  heoretically required to achieve the maximum bit loading

. QAM L
Note that, the complexity of this algorithm is dominated byP™" for all subchannels, i.e3; G+ Which is found to be
the root finding search method. Faster methods can be loca=38.17dB and highlighted by the dashed line in Fig. 3.

ted in the literature, however the bisection method is setec As proposed in Sec. 4 and demonstrated by Fig. 3, the

for its relative simplicity. excess power of UPA and GPA algorithms are redistributed
to improve the BER performance. Fig. 4 shows these impro-
5. SIMULATION RESULTS vements for both power redistribution algorithms UPR and

FPR compared to the actual achieved BER of the GBA al-
A 4x4 MIMO system of frequency-flat chanriél € CNe*Mr gorithm. Mean BER is investigated against varying SNR
with entrieshijj € €.47(0, 1t) |st considered in this simula- showing BER improvements compared to the target BER
tions. A target BER of,"% = 103 is to be achieved (of 10-39). Interestingly, both UPA and GPA algorithms with
through the bit loading schemes presented in this papegxcess power redistribution can achieve better performanc
Fixed QAM modulation orders 0{‘21,227--- ,meax}, where than the GBA algorithm of [8], again these results are in
bM& — G bits, are constrained by the system under considezonjunction with the achieved rates in Fig. 2. It is also dote
ration. Both GBA algorithm of Wyglinskét. al [8] and our  that FPR performs better than UPR if applied to the UPA,
proposed GPA algorithm presented in Sec. 3.2 along with thevhile the situation is inverted for the GPA algorithm. This
UPA scheme are conducted in this simulation. can be attributed to that since the excess power of the UPA
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Figure 3: Power usage for a 4x4 MIMO system with
2,29 = 1073 and varying SNR.

algorithm is greater than that of the GPA, it is most likely
that mean BER of UPA-UPR is dominated by subchannels
of poor CNR while FPR algorithm is advantageous in this 5]
case because of its inherent fair BER property. On the other[
hand, for the GPA algorithm since the excess power is relati-
vely small and another constraint of balancing BERs across
all active subchannels, most of the redistributed powelr wil (6]
be seized by subchannels in lower QAM levels leading to lo-
wer BER performance compared to that obtained by the UPR

algorithm.
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Figure 4: BER improvements of UPA and GPA algorithms. [
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6. CONCLUSIONS

35 40 45

50

Inefficient uniform power allocation (UPA) scheme leads
to poor throughput performance of multichannel systems
with constrained-loading parameters. This can be improved
through rate maximisation using greedy power GPA and bi

GBA allocation schemes. However, since GBA approach sa-

crifices power utilisation by adapting UPA for BER impro-

vements, degradation in achieved data rate is expected a
result. By optimising power allocation, GPA demonstrate

ther aspect of UPA and GPA schemes is the saving power
in achieving target BER, this power can be redistributed for
better BER with different design aspects. Simulation rtssul
show that GPA can achieve better BER performance compa-
red to the GBA scheme.
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