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ABSTRACT 

Face occlusion is a very challenging problem in face recog-
nition. The performance of face recognition system can de-
crease drastically due to the presence of partial occlusion on 
the face. One approach to overcome this problem is to first 
pre-classify faces into two classes: the clean face and the 
occluded face; then faces in different classes are treated by 
different recognition systems. In this case an algorithm which 
is able to automatically detect the presence of occlusions on 
the face will be a useful tool to increase the performances of 
the system. In this paper we present a scarf detection algo-
rithm. In the experimental results the performances of the 
algorithm are reported and compared with state of the art 
systems. 

1. INTRODUCTION 

Over the past decades, face recognition has become a popu-
lar research topic in computer vision and one of the most 
successful applications of image analysis and understanding. 
Many researchers work actively and many face recognition 
methods have been proposed in the scientific literature [1].  
State of the art face recognition systems perform with high 
accuracy under restricted environments, but performances 
drastically decrease in practical conditions such as video 
surveillance of crowded environments or large camera net-
works. The main problems are due to changes in facial ex-
pressions, illumination conditions, face pose variations and 
presence of occlusions on the selected face. Focusing on the 
last point, faces recorded through a video surveillance sys-
tem, can be partially occluded by accessories such as scarf, 
hat or sunglasses that make the recognition a difficult task. 
In this context, developing a face recognition system robust 
to partial occlusion means to be able to recognize people in 
spite of the presence of partial occlusions on the face.  
There are two possible approaches to address the partial 
occlusion problem for face recognition. The first is to build a 
face recognition system which acquires good results for both 
the normal face and the partially occluded face. Another 
approach is to first pre-classify the face images into two 
classes with respect to face occlusion, and then customized 
classifiers are used for the face recognition in the two 
classes. The first approach is straightforward; however, such 
a system demands delicate tuning parameters, thus it suffers 
from the high complexity. On the other hand, local feature-
based approaches can be integrated into the second ap-
proach, where only the non-occluded features are used for 

recognition.  In this respect, we invest in occlusion detection 
methods to pre-classify the face images, in order to improve 
the performance of a potential face recognition system.  
To the best of our knowledge, there are two main kinds of 
occlusion detection: the facial feature based methods [2][3] 
and the learning based methods [4][5]. The facial feature 
based methods exploit the information of facial features 
(such as mouth [2] or skin colour [3]) to decide whether or 
not a face is occluded. Whereas the learning based methods 
use a large number of positive (clean faces) and negative 
(occluded faces) samples to train a classifier, which can pre-
dict the label of an unknown face. In [4], a learning based 
method was proposed by combining principal component 
analysis (PCA) and support vector machine (SVM). In [5], 
the authors obtain the gradient map of the image before PCA 
and SVM in order to reduce the effects due to illumination 
variations. 
The reported methods mainly tackle two different occlu-
sions: the upper part occlusion due to sunglasses and the 
lower part occlusion due to scarf. To detect an occlusion 
caused by sunglasses is possibly less difficult since most 
sunglasses possess a similar appearance which is signifi-
cantly different from a clean face’s appearance. Further-
more, the large variation of scarf appearance with respect to 
structure and colour makes scarf detection a more difficult 
problem. Facial feature based methods [2][3] are not robust 
to such variations. In this paper we focus on the scarf detec-
tion problem.  
Other than improving the performance of face recognition 
systems, scarf detection is useful in many video surveillance 
applications. An example could be to reinforce stadium se-
curity. It is known, in fact, that football hooligans tend to 
wear scarves or masks to prevent their faces being recog-
nized before committing crimes in the stadium (see Figure 
1). Hence, a scarf detection system integrated in a video 
surveillance system at the stadium could be useful to prevent 
such risks. 

 
Figure 1 – Football hooligan wearing a scarf in a stadium (taken 

from internet). 
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Unlike regular biometric systems, surveillance systems can-
not provide high quality images of the region of interest (e.g. 
face) in most cases. Therefore, the scarf detection should 
maintain a good performance for low quality images (such as 
noised images). In this paper we present a novel learning 
based method for scarf detection. Instead of using gradient 
map in [5], we obtain the features using Gabor wavelet be-
fore PCA and training the SVM. Experiments show that our 
method gives competitive accuracy in both high quality and 
low quality images. 

2. PROPOSED METHOD 

The proposed method is comprised of three parts: features 
extraction, dimension reduction and classification. First, 
features extraction is achieved by using Gabor wavelet. 
Then, the principal component analysis is applied to the 
features representation to reduce its dimension. In the end, a 
trained support vector machine is used to discriminate the 
clean and the scarf faces.   

2.1 Gabor wavelet based feature extraction. 
Gabor wavelets are widely used in image analysis due to 
their biological relevance and computational properties [6] 
[7]. In our method, we use Gabor wavelets to extract our 
features, since they can exhibit the characteristics of features 
in terms of spatial locality and orientation selectivity in the 
space and frequency domain.  
2.1.1 Gabor wavelets 
The first step is to build the Gabor wavelets. Gabor wavelet 
consists of a complex sinusoidal carrier and a Gaussian enve-
lope. In our work, the definition of Gabor kernels is as given 
in [8]: 
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where µ and γ are the orientation and scale of the Gabor ker-
nels. � 	 �!, "� is the size of the kernel window. ||•|| denotes 
the norm operator. �#,$ is a wave vector defined as following: �µ,� 	  ����%& 
where  �� 	  �'() *�⁄  +, 	 8πµ  �-./  is the maximum frequency, and * is the spacing factor 
between kernels in the frequency domain.  
In our method we set z = (20, 20), δ = 2π, �-./= π/2 and  * 	 √2 . To extract the features in different scales and orien-
tations the Gabor kernels are generated in five scales γ ∈ [0, 
..., 4], and eight orientations µ ∈ [0, ..., 7]. Therefore there 
are 40 Gabor kernels (let us indicate them with 34�, where i 
∈ [0, ..., 39]) generated for the later processing. Figure 2 
shows the real part of the Gabor kernels and the correspond-
ing magnitudes in 5 scales. In the figure, the desirable prop-
erties of spatial frequency, spatial locality and orientation 
selectivity is clearly shown. 
2.1.2 Features Extraction 
The 40 generated Gabor kernels are convoluted with the 
original image. Because the generated Gabor kernels are 
described in complex values which contain a real part 

GW�56.7  and an imaginary part GW�8-.9 , the two parts are 
convoluted with the target image separately. The process of 
two-dimensional convolutions with the real part and the 
imaginary part of Gabor kernels is described as follows: 
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Then the two filtered images C;<=(> and C;N'(O are combined 
using a linear method: 

C;�?, @� 	 PC;<=(>�?, @�� Q C;N'(O�?, @�� C;  is the filtered image which corresponds to the Gabor 
wavelet in a specific scale and orientation. Figure 3 shows 
an example image (the lower part of a clean face) and the 40 
filtered images using the above mechanism.  In the figure, 
the filtered images exhibit the properties of the original im-
age in different scales and orientations corresponding to the 
Gabor wavelets shown in Figure 2. 

 

 
Figure 2 – Real part of the 40 Gabor wavelets and their magnitudes 

in five scales. 

 
Figure 3 – An example image and the 40 filtered images by using 

Gabor Wavelet. 

In five different scales and eight different orientations the 
filtered images can be described as the following set:   Ω 	 ST�, U V W0, … , 39\] 
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All 40 filtered images are used as the features for classifica-
tion. An augmented feature vector is constructed by con-
catenating all the filtered images in Ω (row by row or col-
umn by column). Because the augmented feature vector is 
too large to perform the PCA, it is downsampled by a factor 
λ, to finally obtain the feature vector ^ of each image. 
The selection of λ is empirical. In our experiment, λ is set to 
5 according to the size of the normalized images. The feature 
vector ̂  contains all the desirable features from Gabor wave-
lets and it is regarded as the discriminative information in the 
later classification task.  

2.2 Principal Component Analysis 
Even if the augmented feature vector is a result from the 
downsampling of the filtered images, the data dimension is 
still too high for efficient classification. In our method, the 
principal component analysis (PCA) is applied to the feature 
vectors obtained from both positive (clean faces) and nega-
tive (scarf faces) images to reduce the data dimension and to 
make the new representation more distinguishable. 
To perform PCA we first construct a data set which consists 
of two types of data, in which half of the features are ob-
tained from clean faces and another half is obtained from 
scarf faces. Let us define the size of the data set to be _; if ^`  and ̂ a are the feature vectors generated from clean faces 
and scarf faces respectively, the data set S can be written as: b 	 S Ĥ̀ , ^�̀ , … , ^c �⁄` , ^c �⁄ dHa , … , ^ca ] 
We obtain the mean ê of the feature vectors in S by: 

ê 	  1_ A ^-
c

-JH  

The difference +�  between the feature vector �̂  and the 
mean ̂e is computed by: +� 	  �̂ � ê 
Therefore the covariance matrix can be written as: 

T 	  1_ A +g
c

gJH +gh 	 iih  

where A 	 W+H, +�, … , +c]. Then the eigenvectors and asso-
ciated eigenvalues of the covariance matrix T  can be ob-
tained to describe the eigenspace. 
All features extracted from the original image are projected 
onto the eigenspace.  

 
Figure 4 – Distribution of the two classes in the eigenspace. 

Figure 4 shows the distribution of features in the eigenspace 
(projected onto first 3 eigenvectors).  In the figure, the eigen-
space is constructed by 150 clean faces (blue circles) and 150 
scarf faces (red crosses). This observation demonstrates that 
the features from the two classes are roughly separated into 
two clusters in the eigenspace. Nevertheless, the feature pro-
jection onto all the eigenvectors is still too expensive for the 
computation in classification. Therefore we select the first k 
eigenvectors (the most discriminative ones) as the projection 
basis, whereby the features are obtained for classification. In 
our method, k is selected in order to maximize the classifica-
tion accuracy during training. 

2.3 Classification by Non-linear SVM 
Support vector machine (SVM) is a very powerful tool for 2-
class data classification in the high-dimensional space. Let’s 
consider a training set consisting of l samples in the form S?� , @�]�JHm , in which ?� is the feature vector of a sample and @� V S�1,1] is the label which indicates which class ?� be-
longs to. SVM finds the maximum-margin hyperplane to 
separate the data by: 

*�?�� 	 nUop qA r�@�s�?� , ?t�m
tJH Q uv 

where S?t, w V W1, l\]  are the support vectors. Non-linear 
SVM applies the "kernel trick" to fit the maximum-margin 
hyperplane in a transformed feature space. Here we use the 
Radial Basis Function (RBF) kernel. The RBF kernel can be 
written as: sx?� , ?ty 	 ��$
/z�/{
� , | } 0 
In our experiments, the tool LIBSVM [9] is used to perform 
the non-linear SVM. 

3. EXPERIMENTS AND RESULTS 

In our experiments, the proposed method is compared with 
the two other learning methods. Because our method uses 
Augmented feature vector, PCA and SVM, we give it a short 
name as APS. Similarly, the methods presented in [4] and 
[5] are named as PS (PCA and SVM) and GPS (Gradient 
map, PCA and SVM) in the same manner. 

3.1 Databases 
The first database we used is the AR face database (ARFD) 
[10]. It is widely used in the experiments for face detection 
and face recognition related to the occlusion problem be-
cause it contains a large number of occluded faces. Figure 5 
shows four examples of face images from ARFD.  

 
Figure 5 – Sample images from ARFD. 

In ARFD, 300 clean faces and 300 scarf faces are selected. 
The clean faces are comprised of the faces of 50 males and 
50 females with 3 different facial expressions (natural ex-
pression, smile and anger); where the scarf faces are com-
prised of the faces of 50 males and 50 females with scarves 
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under 3 different illuminations (left side light, right side light 
and all sides light). 
In ARFD, most of the scarves are dark, and there is a
the variation of structures in the scarf appearance
world, the scarves can have various colours
than the skin colour) and various structures on the appea
ance (e.g. grids on the scarf). To test the robustness 
methods for various scarf appearances, we built
face database – the EURECOM face database 
ERFD consists of 72 face images taken from 6 lab members 
in 2 sessions. In each session, there are 3 clean faces
different facial expressions (natural expression, smile and 
talking) and 3 scarf faces with different scarf appearances for 
each individual. We select the clean faces with different f
cial expressions in order to increase the variation of each 
individual, so that images are more suitable to simulate the 
real conditions from video surveillance system
are 36 clean faces and 36 scarf faces. Figure 
scarf faces extracted from ERFD. It exhibits the large vari
tion of scarf appearance. 

Figure 6 – Examples of scarf face from ERFD

For both databases, the face region was extracted from the 
original images. Then the lower half of the face region 
segmented for scarf detection. All the extracted lower part of 
faces was normalized into a fixed size of 90*50

3.2 Eigenvectors selection 
PCA is the essential step in PS, GPS and APS 
final features. We select the first H eigenvector
jection basis. The choice of H for each method is 
In our experiments we select H to maximize the classification 
accuracy of each method during training as shown in the 
following results.  

3.3 Experiments on ARFD 
We define the positive norm as scarf face (i.e. a clean face 
classified as a scarf face is a false acceptance whereas a scarf 
face classified as a clean face is a false rejection)
of PS, GPS and APS on ARFD are shown in T

Method FAR Detection Rate 
PS 2.67%  99.33% 
GPS 2%  98.67% 
APS 1.33%  99.33% 

Table 1 – Results of PS, GPS and APS on ARFD

From the results in the table we can observe that the pr
posed method (APS) gives very good detection rate with the 
lowest false acceptance rate. The classification accuracy of 
the three methods on various numbers of eigens (1
shown in Figure 7. It shows that the proposed method (APS) 
outperforms the others when using a higher number of e
gens. 

3.4 Experiments on ERFD 
The results of PS, GPS and APS on ERFD are shown in T
ble 2. Notice that the ERFD is relatively small (only 18 clean 
faces and 18 scarf faces are used for training). Therefore the 

different illuminations (left side light, right side light 

there is a lack of 
appearance. In real 

can have various colours (even lighter 
structures on the appear-

robustness of the 
, we built the second 

 (ERFD). 
ERFD consists of 72 face images taken from 6 lab members 

3 clean faces with 
(natural expression, smile and 

and 3 scarf faces with different scarf appearances for 
We select the clean faces with different fa-

increase the variation of each 
images are more suitable to simulate the 

m video surveillance system. In total there 
Figure 6 shows the 

It exhibits the large varia-

 
from ERFD. 

both databases, the face region was extracted from the 
original images. Then the lower half of the face region was 
segmented for scarf detection. All the extracted lower part of 

50 pixels. 

n PS, GPS and APS to obtain the 
vectors as the pro-

for each method is empirical. 
to maximize the classification 

as shown in the 

(i.e. a clean face 
classified as a scarf face is a false acceptance whereas a scarf 
face classified as a clean face is a false rejection). The results 

Table1.  

 H 
38 
29 
51 

on ARFD. 

in the table we can observe that the pro-
posed method (APS) gives very good detection rate with the 

The classification accuracy of 
the three methods on various numbers of eigens (1-100) is 
shown in Figure 7. It shows that the proposed method (APS) 
outperforms the others when using a higher number of ei-

and APS on ERFD are shown in Ta-
ble 2. Notice that the ERFD is relatively small (only 18 clean 
faces and 18 scarf faces are used for training). Therefore the 

variation of statistical results in ERFD is greater than in 
ARFD. 

Figure 7 – Classification accuracy of PS, GPS and APS on ARFD

Method FAR Detection Rate
PS 11.11%  77.78%
GPS 5.55%  100% 
APS 0%  100% 

Table 2 – Results of PS, GPS and APS on 

From the results in the table we can see that both GPS and 
APS give the perfect detection rate. But the false acceptance 
rate in GPS is higher than in APS. Figure 
fication accuracy of the three methods 
eigens (1-36). In the figure, both GPS and APS 
performances. In contrast, the accuracy
lower than GPS and APS. Therefore, directly using the inte
sity image for classification (PS) is not robust to the variation 
of scarf appearance. 

Figure 8 – Classification accuracy of PS, GPS and APS on ERFD

3.5 Experiments on Gaussian noised images
In video surveillance systems, the image quality may not be 
optimal as the images obtained from laboratories. Hence the 
scarf detection is required to be robust t
method (APS), PS and GPS on a Gaussian noised
images from ERFD. In the experiments, we first add a Gau
sian noise to the original images (here the Gaussian noise is 
zero mean with the variance at 0.005)
different methods to the images after noising. 
the classification accuracy of PS, GPS and APS on the Gau

variation of statistical results in ERFD is greater than in 

accuracy of PS, GPS and APS on ARFD. 

Detection Rate H 
77.78% 7 

22 
7 

Results of PS, GPS and APS on ERFD. 

From the results in the table we can see that both GPS and 
detection rate. But the false acceptance 

Figure 8 shows the classi-
 on various numbers of 

. In the figure, both GPS and APS provide good 
accuracy of PS is significantly 

. Therefore, directly using the inten-
for classification (PS) is not robust to the variation 

of PS, GPS and APS on ERFD. 

Gaussian noised images from ERFD  
, the image quality may not be 

from laboratories. Hence the 
scarf detection is required to be robust to noise. We tested our 

Gaussian noised version of 
In the experiments, we first add a Gaus-

(here the Gaussian noise is 
zero mean with the variance at 0.005). Then we applied the 

the images after noising. Figure 9 shows 
of PS, GPS and APS on the Gaus-
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sian noised images. In the figure, APS maintains good classi-
fication accuracy whereas the accuracy of GPS significantly 
decreases comparing to the results in Figure 8.  

 
Figure 9– Classification accuracy of PS, GPS and APS on Gaussian 

noised (mean=0, variance=0.005) images from ERFD. 

In order to prove that our method is more robust than PS and 
GPS with different strengths of noise, we vary the strength of 
Gaussian noise in the experiment. The mean of Gaussian 
noise is set to be zero and the variance of Gaussian noise is 
varying from 0.005 to 0.05 by step of 0.005. Figure 10 shows 
the effect of Gaussian noise with different strengths.  

 
Figure 10 – Examples of Gaussian noised image with various 

strengths. 

Figure 11 shows the result of this experiment. Here the num-
ber of eigens used in each method is fixed (k 	 20). In the 
figure the APS maintains good classification accuracy for all 
levels of strengths. In contrast, the PS and GPS performances 
dramatically decrease when the noise strength increases. 

4. CONCLUSIONS 

In this paper we have presented a new learning based method 
for efficient scarf detection. The proposed method (APS) is 
compared with state of art methods (PS and GPS) through 
various experiments. Both APS and GPS are efficient solu-
tions in restricted environments (e.g. biometric systems). But  
only APS qualifies the desirable performance in uncon-
strained environments (e.g. video surveillance systems).  
The next step is to study how to combine our method with 
face recognition in order to properly address the face occlu-
sion problem. Another research direction could be to extend 
the current method from still images to video, in which the 
human behaviour of putting on/off a scarf should also be 
analyzed.  

 

Figure 11–Classification accuracy of PS, GPS and APS on Gaussian 
noised images, mean=0, variance=0.005 to 0.05,  k=20. 
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