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ABSTRACT

Phase Correlation is an efficient technique for subpixel image
alignment under translational motion, but its subpixel accu-
racy normally suffer because of aliasing, which can be found
in some undersampled imaging systems. In this work we
review, compare, and mix different phase correlation based
methods and test them under diverse aliasing conditions,
from partial to total. Results show that with some additional
features, the methods based on the one or two dimensional
Gaussian fit of the spatial phase correlation peak are the less
sensitive to severe aliased imagery.

1. INTRODUCTION

Subpixel image registration is a fundamental task for high
performance image processing techniques such as image fu-
sion and superresolution, which have been extensively used
for applications in remote sensing, medical imaging, surveil-
lance and computer vision. For example, in multiframe su-
perresolution reconstruction, the registration accuracy is di-
rectly related to the quality of the final superresolved images
obtained, independently of the reconstruction method used.

In the literature [1], frequency based registration me-
thods based on Phase Correlation (PC) have been highlighted
because of its accuracy and low complexity for registering
motion due to translation, rotation or scale changes between
images. The original PC method for image alignment [2] re-
lies on the shift property of the Fourier transform to estimate
the translation between two images, and it is extended to es-
timate rotation and scale changes by using log-polar coordi-
nate changes [3]. Originally limited to discover only integer
pixel translations, the algorithm can be naturally extended
to provide subpixel accuracy [4], but at a higher computa-
tional cost. On the other hand, newer approaches have also
allowed to obtain subpixel accuracy with much less complex-
ity [5], and some of its latest variations have reported en-
hanced accuracy performances [6, 7, 8]. Nevertheless, only
a small portion of PC based methods have a explicit treat-
ment for avoiding aliasing effects [9], by working directly on
the Fourier domain using the Phase Difference instead of the
Phase Correlation, which might be advantageous when deal-
ing with images already obtained in the frequency domain,
such as Magnetic Resonance Imaging (MRI).

Anyway, aliasing is recognized as the main responsible
on the subpixel accuracy degradation of PC based registra-
tion methods [10]. But as aliasing is not avoided nor com-
pletely suppressed in some imaging systems, such as in in-
frared focal-plane arrays (IRFPA), it is still widely found,
and sometimes even a key factor in successful multiframe su-
perresolution reconstruction applications [11], for example.

However, no previous work have shown the amount of real
degradation to expect on the subpixel accuracy when using
the PC method with severely aliased images. If this would
be the case, we would be able to know its performance under
such conditions, and therefore know its real practical limi-
tations and usage. For that reason, the aim of this paper is
to evaluate several versions of the PC subpixel image reg-
istration method, specially when dealing with undersampled
images of high aliasing content, also verifying if some of the
features added that have claimed to enhance its accuracy un-
der normal conditions, have, or have not, a real impact in
really improving the performance under severe aliasing con-
ditions.

This paper is organized as follows. In the next section,
a description of the phase correlation method for subpixel
registration is presented, detailing also the variations to be
used in this work. Section 3 describes the way we simulate
the subpixel displacements and the aliasing content of the
test images. Experimental results and comments are given in
section 4. The conclusions and final remarks are summarized
in section 5.

2. SUBPIXEL REGISTRATION BY PHASE
CORRELATION

Let the image I2 be a shifted version of the image I1 by
(x0,y0), then

I2(x,y) = I1(x− x0,y− y0) (1)

After taking the Fourier Transform (FT) of both images, we
have the following relationship due to the shift property of
the FT

Î2(u,v) = Î1(u,v)e− j(ux0+vy0) (2)

Therefore, a shift in the spatial domain will produce a phase
difference in the frequency domain. The normalized cross-
power spectrum is finally defined as

Î2(u,v)Î∗1 (u,v)

|Î2(u,v)Î∗1 (u,v)|
= e− j(ux0+vy0) (3)

The Phase Correlation (PC) function is finally obtained by
taking the Inverse Fourier Tranform (IFT) of the cross-power
spectrum, which gives a δ (x0,y0) as a result: a Dirac function
centered on the position (x0,y0).

Nonetheless, as pointed out in [5], when dealing with dis-
crete images and using the Discrete Fourier Tranform (DFT)
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to generate the PC, the Dirac is turned into a Dirichlet ker-
nel, whose maximum peak is found at the closest integer dis-
placement, so finding the PC peak is equivalent to finding
the translation at a pixel resolution. In order to obtain sub-
pixel resolution and keep using the same technique of finding
the peak position of the PC function, interpolation by zero
padding the cross-power spectrum is suggested in [4], but
accuracy is limited by the interpolation factor used which is
also limited by the size of the IDFT that can be computed.
Lately, this approach has been improved with a more efficient
implementation proposed in [12]. This is the first method we
will use for the tests, and we will name it UDFT.

Using a different approach, in [5] a extension of the orig-
inal PC method is presented where using not only the PC
information of the main peak, but also its surrounding pixels,
leads to a estimation of the amount of subpixel displacement
as well. Let C(0,0) be the main peak, and C(1,0) and C(0,1)
be the neighbors with the largest value in both horizontal and
vertical direction respectively. The subpixel displacement is
then calculated as:

∆x =
C(1,0)

C(1,0)±C(0,0)
∆y =

C(0,1)

C(0,1)±C(0,0)
(4)

This will be the second method to be used in our tests, and
we will denomine it FSPE.

By using the same principle of using the information of
the main peak and its surroundings, in [8] some separable fit-
ting of different functions into a given neighborhood is pro-
posed. The 1D fitting of a Gaussian function was reported to
be superior than the FSPE method, so it will be used as our
third method, or 1DGF.

In a similar fashion, in [6] a 2D Gaussian fit to a N ×N
neighborhood of the main correlation peak has shown sub-
pixel accuracies of 1/100 of a pixel. This time a Gaussian
smoother to the cross-power spectrum should be applied in
order to improve the fit quality. This method, named 2DGF,
will be used as our fourth method under test.

Other subpixel PC methods work directly in the Fourier
domain, considering that the phase difference (PD) of two
translated images should remain constant, so the displace-
ments can be obtained by estimating the slope in both di-
rections of the plane that crosses the origin. To account for
some limited aliasing, in [9] the slope is calculated by a least
square fitting of the phase data bounded to be within a given
low frequency radius, and that also satisfies a robustness con-
dition given by a threshold. In [11] a simplified version that
only limits the frequency range of the phase data to a low fre-
quency square to perform the least square fitting has shown
good performance, even for some small amounts of aliasing.
This will be the last method to be tested, named LSPD.

In addition to the methods already described, we would
like to mention two pre-processing steps that have shown to
improve subpixel accuracy of PC based methods. The first
one, proposed in [9], is the use of a window to soften the
image borders in order to reduce undesired artifacts in the
Fourier domain, and in particular a Blackman window was
indicated as adequate. The second one, explored in [7], is
the use of the image gradient in both directions instead of the
image itself, so each input image G should be calculated as
follows

G = Gh + jGv (5)

where Gh(x,y) and Gh(x,y) are the image gradients in the
horizontal and vertical direction respectively, and they can
be obtained as follows

Gh(x,y) = I(x + 1,y)− I(x−1,y) (6)

Gv(x,y) = I(x,y + 1)− I(x,y−1) (7)

3. EXPERIMENTAL SETUP

3.1 Test Images

In order to simulate the subpixel displacements and also have
control of the aliasing, we used a couple of large bandlim-
ited images (2200× 2200) to generate the final undersam-
pled/aliased imagery sets that will be used to test the algo-
rithms here reviewed.

The original images, displayed in figure 1 a) and c), were
passed through a lowpass antialiasing filter in order to control
the amount of aliasing content of the further downsampled
versions of each one. After choosing the cutoff frequency,
the antialiasing filtering is performed using a Gaussian kernel
designed in the frequency domain using the desired cutoff.
Then, we choose a downsampling factor D and started to gen-
erate several shifted and downsampled versions of the origi-
nal image cropped to a size of 2048 + D+ 1×2048 + D+ 1
up to the point we finally have (D + 1)2 images of size
2048/D× 2048/D, thus covering all the combinations of
possible downsampling shifts from 1 to D+ 1 in each direc-
tion. Hence, after selecting a reference image, all the others
are a complete set of translated versions of the same image
within 0 to 1 pixel in both directions, with exact subpixel
displacements in portions of 1/D.

(a) (b)

(c) (d)

Figure 1: Test Images: a)Resolution Chart and c)Aerial
View; b)downsampled and aliased version of a);
d)downsampled and aliased version of c).
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Thus, we can know exactly how much the real shifts are,
so we can also calculate in an objective way the accuracy of
a given subpixel estimation technique over a wide range of
possible displacements.

For the results presented here, we choose a downsam-
pling factor of D = 16, generating a set of 289 images of
128×128 for a particular aliasing setup. The aliasing cutoff
frequencies were set in order to allow from 0%, 50%,100%,
200%, and up to 400% of possible aliasing for each one of
the original images, assuming they are both bandlimited. The
400% aliasing case is simply a direct downsampling of the
original images with no antialias filtering. Perhaps there is
no imaging system that allow for such amount of aliasing,
but it can be seen as a worst case scenario. Some samples of
highly aliased versions of the original images are shown in
figure 1 b) and d).

3.2 Phase Correlation Methods Used

We will use five Phase Correlation based methods that were
previously described in section 2, they are: UDFT [4],
FSPE [5], 1DGF [8], 2DGF [6] and LSPD [11].

The UDFT was implemented by the enhanced version
proposed in [12] using a 1/100 pixel resolution setup. The
FSPE method was implemented as it was first proposed. The
2DGF was implemented following the best results obtained
in the original paper, with a standard deviation of the Gaus-
sian window of 0.71 and a fitting window of 5× 5 pixels.
The 1DGF was implemented adding the same Gaussian fre-
quency smoother function as it is proposed for the 2DGF,
and also using 5 pixels in each direction because it allows for
better results and help to see if the separable fitting is worth-
while. The LSPD was implemented using the original code
given in [11], and the frequency cutoff was set to half the
frequency content.

Finally, and as described in the previous section, we will
try two of the features that are claimed in the literature to
improve the subpixel accuracy performance. Therefore, each
of the five methods are tested in four different ways: 1. with
no preprocessing of the input images; 2. using a Blackman
window; 3. using the image gradient; 4. using the image
gradient and a Blackman window.

4. RESULTS

For each one of the test images, five sets of 289 images with
different and known subpixel shifts were generated, one per
each level of aliasing allowed.

As mentioned in section 3, each one of the five algorithms
used here were tested in four different modes. Then, after se-
lecting the reference image, for example the first one in a
given set of images, the algorithms are applied to the same
set of images in the same order, giving as a result two vectors
of size 289 that contain the subpixel shift values found for the
horizontal (X) and vertical (Y ) directions for every image in
the set. This two vectors can be compared to the one that
contains the exact values for the real translation in order to
obtain a figure of merit, which, as an example, can be done
visually in a plot like the one shown in figure 2, where the
black circles are centered in the real shift values whereas the
different points represent the shift estimates obtained from
different algorithms. Error estimates from the comparison
are usually made separately for the X and Y coordinates, cal-
culating the differences in each axis, but it would be better to
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Figure 2: Three PC methods compared to the real shifts for
the Aerial View at 100% of aliasing : Real Shifts (black cir-
cles); UDFT (green squares); 2DGF (red triangles); LSPD
(blue dots).

include the overall error for a given estimation, in a similar
way as it is presented in [13].

In this way, we calculated the estimation error as the Eu-
clidean distance between each estimation and the real shift.
For a set of images, the mean and standard deviation of the
distance is calculated for all the available shifts, and they are
finally averaged. For example, the results for all the methods
after incorporating the two preprocessing steps of window-
ing and gradient are displayed in table 1 for the Resolution
Chart image of figure 1a). The first thing we can mention is
that when no aliasing is present all methods have their best
performance, and between all of them the LSPD is the most
accurate. All of them, except the FSPE, present results that
look like an uniform grid, with no visible differences with
the real shifts, and that lie within 1/100 of a pixel and even
less for the LSPD. As soon as the aliasing starts to appear,
the performance is overall degraded, remaining within 1/50
of a pixel in all methods except the FSPE. When the alias-
ing is total (100%), all methods except again the FSPE show
more similar results, but only the Gaussian fit based meth-
ods 1DGF and 2DGF have still an acceptable performance
of 0.05 pixel accuracy, that is expanded up to 0.1 and 0.15
pixels for the 200% and 400% aliasing case respectively.

A similar tendency is also seen in the results of table 2,
where the same methods are applied to the other test image
(Aerial View), again including the two preprocessing steps.
The performance with no aliasing is even better now, within
1/200 of a pixel, which can be explained because of the data
dependency of the PC algorithm due to a different frequency
content of the original image used. The performance is de-
graded with partial aliasing, but remains within 1/100 of a
pixel for all algorithms except the FSPE. With total aliasing
the mean accuracy is about 0.03 pixels for all methods ex-
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Table 1: Mean and Standard Deviation of the Shift Estimation Error for the Resolution Chart Image.
Aliasing 0% 50% 100% 200% 400%
UDFT 0.0043 ± 0.0022 0.0137 ± 0.0061 0.0529 ± 0.0198 0.1242 ± 0.0453 0.1574± 0.0663
FSPE 0.0412 ± 0.1119 0.0502 ± 0.1322 0.0683 ± 0.1594 0.1297 ± 0.1628 0.4373± 0.4996
1DGF 0.0087 ± 0.0041 0.0133 ± 0.0059 0.0334 ± 0.0144 0.0784 ± 0.0336 0.0926 ± 0.0470
2DGF 0.0062 ± 0.0030 0.0138 ± 0.0063 0.0377 ±0.0155 0.0887 ±0.0352 0.0940 ± 0.0525
LSPD 0.0021 ± 0.0016 0.0088 ± 0.0051 0.0430 ± 0.0240 0.1951 ± 0.1031 0.3680± 0.1541

Table 2: Mean and Standard Deviation of the Shift Estimation Error for the Aerial View Image.
Aliasing 0% 50% 100% 200% 400%
UDFT 0.0038 ± 0.0018 0.0054 ± 0.0028 0.0195 ± 0.0082 0.0540 ± 0.0207 0.0691± 0.0276
FSPE 0.0266 ± 0.0427 0.0291± 0.0374 0.0404 ± 0.0566 0.0533 ± 0.0419 0.0698± 0.0474
1DGF 0.0076 ± 0.0036 0.0111± 0.0042 0.0202 ± 0.0084 0.0398 ± 0.0194 0.0448± 0.0211
2DGF 0.0034 ± 0.0015 0.0064 ± 0.0027 0.0145± 0.0055 0.0288 ± 0.0133 0.0319 ± 0.0160
LSPD 0.0016 ± 0.0017 0.0026 ± 0.0015 0.0076± 0.0043 0.0299 ± 0.0173 0.0722± 0.0421

cept the FSPE, but the LSPD is still the most accurate, which
can be confirmed by inspecting the graphical comparison in
figure 2, where the LSPD related dots never leave the black
circle. As the aliasing started to rise, again the Gaussian fit
methods outperform the others, being the 2DGF the best in
the worst scenario with an error below 0.05 pixels.

The reason we only display the results that were obtain-
ing by using the two preprocessing steps is because they al-
low all the algorithms to perform better. The windowing of
the images always improved the performance, but the gradi-
ent only improved the performance when the aliasing was
larger. However, when both preprocessing were used to-
gether, all methods improved their performance more than
using windowing alone for example. Anyway, in order to
summarize the results, we present in table 3 the averaged re-
sults obtained with every method using all the different pre-
processing configurations and for both images used. In this
way we can verify what algorithm is the most reliable under
diverse aliasing conditions, with or without any preprocess-
ing, or using any type of image. From no aliasing to partial
aliasing conditions, the LSPD algorithm is the most accurate,
which is maybe related to the fact that it was tuned to han-
dle up to 50% of aliasing. From total aliasing an so forth, the
Gaussian fit methods are more stable in terms of the degrada-
tion of its accuracy, being the 2DGF the most accurate over-
all. This might be explained by the fact that there is less
degree of freedom, and thus more robustness when doing the
least square fit by using both axis instead of separately.

The results obtained can be better perceived in the scat-
ter plots of figure 3, where for the 200% aliasing Resolution
Chart image, UDFT and 2DGF still keep the grid shape, but
less uniform, however for the LSPD the grid is changing its
overall shape. Moreover, when the aliasing is at 400%, the
2DGF presents a more uniform distribution of the estimated
shifts than UDFT, while the LSPD shape is completely de-
formed.

A similar comparison can be performed looking back at
figure 2, where all the three methods shown, UDFT, 2DGF
and LSPD, have results that mostly lie within the size of
the black circle, centered at the real shifts. This sort of re-
sult is the expected one for a good method under very little
aliasing, which in this case was obtained by using the Aerial

View test image at 100% aliased conditions, which at the end
not necessarily indicates that the image have a total aliased
condition because maybe the original image is oversampled,
or have very little high frequency content. This is not the
case with the Resolution Chart image where a similar perfor-
mance is obtained for 50% aliasing, as shown when compar-
ing tables 1 and 2.

Finally, and in order to show the incidence of using or not
the preprocessing steps, we present a graphical comparison
in figure 4, at least for the UDFT method where both pre-
processing have noticeable different effects, but no one can
improve the result obtained when using both together as in
figure 3a).

5. CONCLUSION

In this paper, an evaluation of the subpixel registration ac-
curacy using different phase correlation based methods un-
der aliased conditions was carried on. Results show that
all methods suffer from aliasing in different proportions, but
the ones based on the one and two dimensional Gaussian
fit of the phase correlation function are the less affected by
higher degrees of aliasing. This result is important, for exam-
ple, when applying phase correlation registration methods for
performing superresolution on undersampled imagery. Fur-
ther work may include comparing more registration tech-
niques for a large collection of aliased images, and develop
a method for measuring the aliasing effects for other motion
models rather than pure translational.
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Figure 3: Results for the Resolution Chart image. a)UDFT
200% Alias and b)400% Alias; c)2DGF 200% Alias and
d)400% Alias; e)LSPD 200% Alias and f)400% Alias.
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Figure 4: Comparison between using preprocessing on the
Resolution Chart image using UDFT at 200% Alias. a)only
windowing; b)only gradient.
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