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ABSTRACT the color information in a grey-level image. Their areas are

In this paper, we propose a method to embed the high reg_ercgaptive co_mpression and image authentica_tion for [6, 7]
olution color information of an image in its corresponding@nd image printing for [8]. Even if those techniques embed
grey-level image. The objective of this work is to allow free te color information, their approach and their purpose are
access to the grey-level image and give high resolution coldf'€@rly different from what our proposed approach.

image access to secret key owners. This method is made 1N€ two new main Contr'bUt'f)”S of the paper compared
of two steps which are the color image decomposition (in 4° the previous work of [4, 5] are:

grey-level image and its associated color information) and® the used of 512 colorsndexvalues belongs to [0, 511];
the color-information hiding. The main contribution of this ~ indeximage is thus a 9-bit coded image; and there are

paper is to consider théecomposition into 512 colorsand 512 colors in the palette) but a resultant grey-level image
to apply a reversible embedding of a bitplane plus a color Owning values belonging to [0 255]. The stored image
palette. The resultamtatermarked grey-levelimage is then (grey-level image) is then a classical 8-bit grey-level im-

a 8-bit coded image With this watermarked image and the ~ age and embed a color palette plus a bitplane.
extraction secret key, a user is able to rebuild a color im-  the compression of a bitplane and the color palette and
age composed of 512 colors. Considering the previous work, the used of a high capacity reversible watermarking al-
the two important consequences of this approach are the im- gorithm.
provement of the security and a better color image quality. The general embedding scheme is given in Figure 1. The
different steps are: the decomposition of a color image into
1. INTRODUCTION anindeximage and a color palette (Section 2.1 and 2.2), the
i , color palette coding and the coding afbitplane (Section
Previous work have been proposed for color protection buj 3) and the watermarking of the 8-bit coded image built
few of them both give a free access to low-quality imagesyom theindeximage (Section 3). Note that the reversible-
and a secure access to the same images with an higher qugistermarking process consist in hiding the color palette plus
ity. Our proposed solution is built on a data-hiding method 4 pitplane into a grey-level image. Finally the resultant grey-
The image may be freely obtained but its high quality visualjeye| image may be stored on a public website. The reversible

ization requires a secret key. More precisely, in our solutiongyiraction scheme, illustrated Figure 1, is the exact inverse of
a grey-level image is freely accessible but only secret keyye empedding scheme.

owners may rebuild the color image. Our aim is thus to pro-
tect the color information by embedding this information in 2. IMAGE DECOMPOSITION PRINCIPLE AND

the grey level image. , . , MESSAGE CONSTRUCTION
Many work propose solutions to hidl&formation by us-

ing the decomposition of a color image iniadeximage and 2.1 Image decomposition

a color palette [1, 2, 3]. The data-hiding may occur inithe  Reducing the color number of a color image is a classical
deximage [1] or in the color palette [2, 3]. Nevertheless,quantization problem. The optimal solution, to extractihe
none of those techniques tries to protect the color informaeolors, is obtained by solving:

tion by hiding the color palette in thedeximage. In our

N K
previous work, we present two different approaches in order {p ,,C(k)} = arg min ZL SR k.dist?(1(i),C(K)), (1)
to protect the color information by hiding the color palette RkCRiSEr
in theindeximage [4, 5]. In [4] we propose to sort the col- andVi, 3K, [R =1andVk#K,R k=0,

ors of the color palette in order to get amleximage which . . . . . .
is near of the luminance of the original color image. In the V\{]herel is & color image of dimensioN pixels,C(k) is the
same time, we get a color palette whose consecutive colo!%t color of the researck_{ colors,dist is a distance function
are close. In [5] the approach is completely different andn the color space (L2 in the RGB color space), &hdcC
relies on a function optimization of the global problem for- {0, 1} is the membership value of pixeto colork.
mulation. In those two previous work, the security and the A well known solution to minimize the Equ. (1), and then
color quality requirements where not addressed. The curref obtain theK colors, is to use the ISODATA k-mean clus-
paper gives new directions of analysis and improves the séering algorithm [10] R i is defined as:
curity and the quantized color image quality. el i ; /

Other work such that [6, 7, 8] based on wavelet decompo- Vi, VK P = { Lifk ?}(r,?{kfgﬂqdlsm (1), CkN},
sition and sub-band substitution propose solutions to embed ’ 0 otherwise
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Figure 1: The general embedding/extraction scheme.

rebuild

high resolution
color image
(512 different colors)

with C(k) = %M_ @ is found by solving:
Zizl 1.k
Nevertheless, in our approach thenumber is significant N
(K =512). If we proceed with a classical k-mean algorithm, & = arg minZdistZ(Y(|)7 ®(Index1)))
the number of colors extracted will often be beléw In- A=
deed, it is the well known problem afeath classesMore- K-1

over, the k-mean algorithm is quite long in CPU time in com- +2 5 dist*(Palettg®~*(k)), Palette®*(k+1))), (2)
parison to non optimal but faster algorithms such ttee K=1

color quantization algorithnmof Gervautz and Purgathofer

[11], Median Cut algorithm{12]... To overcome those two WhereY is the luminance of the original color image, ahd
problems ("death classes” and "CPU time”), we are usings the Lagrangian valuél(is very small in order to privilege
theoctree color quantization algorithms an initializationto  the equation first term). The& permutation function is a
the k-mean algorithmp, i are set from the result obtained bijective function inN defined such thab : [1..K] — [1..K].

with theoctree color quantization algorithm In a first approximation, Equ. (2) is solved thanks to an
heuristic algorithm: thdayer running algorithm[4]. The

aim of this algorithm is to find an ordering for tie colors
such that consecutive colors are close and such that colors
are ordered from the darkest to the lightest. This ordering

defines for eack" color ak’ position which gives us the
Once the color quantization has been processed, the obtainggction such tha® (k) = K. P g

K color image could be represented byiadex imageand To find an ordering of th& colors, the algorithm runs

a color palette. Théendeximage is noted dowmdexand is ¢ color space to build the ordered suite of colors, illustrated
defined such that: Figure 2. This running is obtained by jumping from color to
color, into the color space, by choosing the closer color from
the current one. The first color of this suite is chosen as the
darkest one among th€ colors. An additional constraint to
this running is that we limit the color research to colors which
are very close in luminance. This signify that the running in
The color palette is noted dowrPalette and Yk € the color space is limited to a layer defined on luminance in-
[1,K], Palettgk) = C(K). formation. Thislayer running algorithmcould then be seen
as a kind of3D spiral runin the color space.

2.2 Layer Running Algorithm

Vi € [1,N],IndeXi) = B k-
|€[ ’ ]a n E)<I) argkem[lﬁé 1,k

Our goal is to get amdeximage where each grey-level
is not too far from the luminance of the original color image.
A second weakest constraint is that in the color palette, tw
consecutive colors should be close. Thanks to the color qua®nce the color image decomposition (into 512 colors) and
tization, we already own aimdeximage and a color palette. its re-arrangementgyer running algorithny have been pro-

Our problem is then to find a permutation function whichceeded, one bitplane of tledeximage is suppressed in or-
permutes in the same time the values ofitideximage and der to create the cover image. The bitplane and the color
the values of the color palette. The best permutation functiopalette are then compressed in order to be embeded into the

3.3 Message construction
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in the bitplane (in this case the pixel value is notgd)) or
having a 1 (in this case the pixel value is note@d)). This

best hypothesis (best prediction) is chosen in accordance
to the maximum of the two probabilitp(Predyixe(i)[lo(i))

and p(Predyixei(i)|l1(i)). This is a classical two hypothesis
choice and with Gaussian pdf assumptions the best choice is:

Predy (i) :{ 0if (Predyixe(i) — |O(i))2 < (Predpixel(i) — |1(i))2

1 otherwise
(4)

The last step in order to obtain tlegrediction error vector
is to compute the prediction error (error values are either -1,

Oor1l):
e(i) = bp(i) — Predy i). (5)

The prediction error vector may now be encoded and because
of the good prediction behavior, the entropy is low and then
the encoding cost is low.

3. REVERSIBLE WATERMARKING SCHEME

The algorithm used for the reversible embedding is one of
the three most performant in term of embedding capacity. A
brief description is given below; for more details see [13].
The algorithm lies on congruence computations. The con-
gruence properties allow to defiti@ee possible stategor a
pixel: theembeddingstate (section 3.1), the-correctstate

cover image (see Figure 1). The solution retained to com(Section 3.2), theriginal state (section 3.3). Lets define the
press the color palette is to statistically encode the error of transform which takes two integexs andx; as input and
prediction (differential encoding + arithmetic encoding) of 'éturn an integer:
each color belonging to the color palette. )

The compression of the chosen bitplane is not enough T:NxN—N
efficient if directly proceeded. One have to modify the sta- T(X1,%2) = (N+1).xg — N.xa. (6)

tistics in order to reduce the entropy (theoretical rate cost)\.N . . )
Thus, the bitplane vector (notéxp) is transformed in a pre- We Wwill name the coding process, the act of embedding a

diction error vector (note@) owning three possible values Message into an image and the decoding process, the act of
: {—1,0,1}. Each bitbp(i), i € [0,N], of the bitplane vec- €xtracting the message and rebuilding the original image.
tor is then substituted bg(i) € {—1,0, 1} before the lossless Lets now define the three possible states and the coding-

Figure 2: A view of the layer running in the RGB cube.

coding. decoding algorithms.
For each pixel (i) at positioni, we first compute a pre- )
diction Predpyei(i): 3.1 Embedding state
) A pixel i in theembeddingstate is a pixel such that:
Pred, |(i):{ Cif |A-B| <|A-C| 3
e B otherwise 0<T(I(i),1(i+1)) and T(I(i),I(i+1)+n<L, (7)

with A, B and C the neighbors pixels of current pixél) as it | the original image (oN pixels size) whose grey-levels
defined below: belongs to[0,L]. In the case of 8-bits images, L equals to

previous line[ A | B 255. All pixelsi which are in theembeddingtate:

currentline | C | I(i) 1. areT transformed such th&t (i) =T(1(i),1(i+1)), with

I (i) the resulting transformed pixel,

This type of prediction is used in the Differential Pulse Code  mystthen embed coefficientw belonging to[1,n] such
Modulation (DPCM) approach. It essentially take into ac- thatly(i) = I7(i) +w. ’

count the edges in order to predict more cleverly than Wit%‘ter the embedding of a coefficiemt belonging to[1, n]

a simple mean. Note that some more sophisticated predic- : )
tions may be explored in particularly by looking at Iosslessgve hold the congruence property (8). This congruence prop

compression technics. Nevertheless, this predictor is enou@{ty allows to detect aambeddingixel during the decoding

efficient for a first approach. Also note that for image borde 0Cess.
the prediction is proceeded with the available values. i i
The second step is to find the best prediction for the bit (he(i) +n.1(i+1)) mod(n-+1) # 0. (8)
bp(i) of the bitplane vector. At the coder and the decode )
sides, the information of all the other bitplane are known.%‘2 To-correct state
Thus, one have two possible prediction solutions: either preA pixel i in theto-correctstate is a pixel such that the nega-
dict a 0 knowing the other bitplanes, either predict a 1 knowtion of equation (7) is true:
ing the other bitplanes. Knowing the predictiBredyixei(i),
one have to decide which is the best hypothesis: havinga 0  T(I(i),I(i4+1)) <0 or T(I(i),I(i+1))+n> L.
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All pixels that are in thigo-correctstate are then modified
such that:

c=(I(()+nl(i+1)) mod(n+1);
if (I(i)—c)<0 then c=—(n+1-c); 9)
lw(i)=1(i)—c.

Thec corrective codesbelong to[—n,n] and are embedded
(into theembeddingixels) in order to enable the reversibil-
ity of theto-correctpixels during the decoding process. Note 4

lw(i) checks the congruence property (10). This congruence
property allows to detect #-correctpixel at the reverting
process.

(lw(i) £ n.1 (i +1)) mod (n+1) = 0. (10)

3.3 Original state

Given an image order scan for the coding, a pixel indtig-

inal state (i.e. unmodified pixel) should always be present
just before a pixel in théo-correctstate. For a top-bottom-
left-right scan order, if a pixdlis in theto-correctstate, then . . NN
the pixeli — 1 must bein theoriginal state. g) Marked image h)8 plane i) Embedding sites

3.4 Coding and decoding algorithms Figure 3: Steps of the color secured.
Thecoding process is composed of two steps:

L 8‘:"55;2385? ?r:);?l in one of the three stasibedding (rebuilt with the knowledge of thimdeximage and the color
. gnat, palette) is given in Figure 3.b. The PSNR of this quantized
2. embed into thembeddingixels, the watermark made of i, is 38.95 dB. The best PSNR obtained with a palette-

corrective _codes plus the message. . based approach was 36.32 dB in [4]. The obtaigeait with

For thedec_odmg process, the image scan order is invertedipe approach proposed in this paper is superict tB for

The decoding process is also composed of two steps: the rebuilt color image.

1. extract the watermark from trenbeddingpixels, revert The luminance image of the original color image is illus-
(during the scan) all those pixels and localize the  trated Figure 3.d. One could observe the good visual sim-
correctpixels, ilarity between this luminance image and tineleximage.

2. from the extracted watermark retrieve the correctiveThe indeximage is more contrasted but keeps its semantic
codes and the message, and correctdheorrectpixels. intelligibility.

Note that the security is ensure by the secrecy of the scan Once color image decomposition has been proceeded, the
order. The user secret key is used as a seed of a pseudneeximage is separated into an 8-bit image (Figure 3.f) and
random number generator. The obtained pseudo-randogone bitplane image (a binary image). The chosen bitplane is
number sequence is used as scan order. Thus, no informgre 8" for peppersmage. The binary image is then modified
tion about the message (color palette + bit plane) may bg order to obtain a ternary error prediction image of very low
extract by an attacker. Moreover, an attack by colorizatiorentropy. This error prediction image is given in Figure 3.h
[9], which consist in retrieving semi-automatically (a small (in grey the 0 value, in black the1 value, and in white the
human intervention is necessary) the colors of each pixelg, value). The error prediction image and the color palette are
is difficult since the final grey-level image is of poor quality. then encoded with an arithmetic coder [14]. The embedded
Also note, that this reversible watermarking scheme is nofnessage is then made of the two bitstreams concatenations.
robust to any signal processing but it is not a deficiency forigure 3.i is a map giving the localization of the embedding

this application. site (white pixels) with the reversible watermarking approach
of [13]. Figure 3.g shows the final 8-bit image embedding a
4. RESULTS color palette (of 512 colors) and a bitplane image (tHe 8
We have applied our method on well known color images ofitPlane of théndeximage). _ _
size 256x 256 pixels. For all the experiments= 4 for the The quality of the watermarked image (see Figure 3.9)

reversible watermarking (see Equ. (6)). The results obtainel§ poor but as previously explain this is a good property. In-
show that the approach is efficient whatever the image typéleed, this image yield difficult the colorization attack [9]. On
In Figure 3, the main steps of our approach are comment féhe contrary, the rebuilt color image (knowing the secret key)
the pepperdmage. gives a very good quality color image (PSNR = 38.95 dB).
After proceeding to the color decomposition of {ep- An other result is shown fdsarbara315x 230 image in
persimage (Figure 3.a) we obtain amdeximage whose in- Figure 4. Figure 4.a is the original image, Figure 4.b is the
dex values belongs {0,511] (Figure 3.e), and a color palette quantized image with a PSNR of 38.75 dB and Figure 4.c
made ofK = 512 colors (Figure 3.c). The quantized imageis the watermarked image. Note that the semantic content is
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preserved in this watermarked image.
For other images, PSNR are computed between the orig-
inal color image and the rebuilt one, and given on Table 1, in

order to compare with the previous best results obtained in
[4]. For all the images, there is more than 2 dB gain with the [7] Y. Zhao, P. Campisi, and D. Kundur, “Dual Domain for Au-
proposed approach.

VA
b) Quantized

Figure 4: Example on barbara image.

C) Wétrmarkd

Table 1: PSNR comparisons.

i PSNRcolor imagerebuilt

'mages previous metPFﬁod [4] greopos)ed method

airplane 39.90dB 42.96 dB
house 39.27 dB 41.67 dB
lena 38.63dB 40.93 dB

peppers 36.32dB 38.95dB

baboon 33.31dB 35.86 dB

5. CONCLUSION

(6]

9]

(10]

(11]

(12]

(13]

(14]

In this paper, we have proposed a method to embed safely
into a grey level image its color information. This method is
based on a decomposition of a color image irrmeximage
and a color palette with 512 different colors. Tihdeximage

is then separated in a 8-bit image and a binary image. The
binary image and the color palette are then reversibly em-
bedded in the 8-bitimage. The resultant watermarked image
is still semantically understandable. Moreover, in compari-
son to previous palette-based approaches [4, 5], the quality
of the rebuilt color image, knowing the key, is better, and the
approach is more secure.
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