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ABSTRACT

To significantly increase the sampling rate of dd@\ time-
interleaved ADC (TIADC) is an efficient solutioruéto the
manufacturing process, the main drawback of a TIAY&
tem is that the M ADCs, which compose this end,nate
exactly the same. This means that offset, gaintiamg mis-
match errors are introduced. These errors causeodisns
in the output sampled signal and introduce unwartegts
and noise, and hence, reduce the spurious free ndigna
range (SFDR) as well as the signal to noise ra8dlR). In
this paper, we propose a new orthogonal digitalilraltion
implementation, for timing skew, offset and gains-mi
matches, based on Code Division Multiple AccessMEP
technique. Our calibration is online, this meanattlrrors
can be estimated while the ADC is running. Sincstrod
the calibration processes are carried out on thgitdl out-
puts, very little change is needed on the analog phathe
ADC. Simulation and implementation results shovpees
tively the efficiency of our proposed calibratiolya@ithm
and our hardware implementation.

1 INTRODUCTION

Analog-to-Digital (ADC) and Digital-to-Analog (DACon-

verters are critical components in many commurocasys-

tems. The current trend is to move more and morthef
functionality of a communication system into thegiwil do-

main in order to provide an increased flexibilitydareduce
cost.

In order to comply with modern telecommunicatioanst

dards and UWB applications, a high-speed and high-

resolution analog-to-digital conversion is need@de way to
increase the sample rate beyond its productioridiiisi to
exploit parallelism, e.g., in a time-interleavedmmer [1]-[3].
For this purpose several channel analog-to-digitalerters
(ADCs) are operated in parallel with the same sargphte
but with phase shifts to build a time-interleaveld@ As a
result, the sample rate is increased by the numbehan-
nels.
These investigations are issued from the originatyk of
Black and Hodges [4] about TIADC (Fig. 1). The TIBD
system works as follows:

» the input signal is connected to all the ADCs,

This work has been done with financial partnershipélégation Générale
pour F’Armement

« ifthe TIADC is composed of M ADCs, each of
them works with a sampling interval BT, where
Ts =1/ is the sampling rate of the overall system,
» the clock signal of thkth ADC is delayed wittkT.

Ideally, the ADCs should have the same charadtesjsind
should sample the input signal with timing phaseifoumly
spaced in time.
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Figure 1 - Time-interleaved ADC architecture

Unfortunately, the channel ADCs are not identical due to
fabrication imperfections additional mismatch effecle-
crease the performance. The three main mismatatserr

Offset errors;
Gain errors;
e Timing errors (clock skeandrandom jitte)).

detailed in [5], will be treated in this paper.

The resulting gain, offset and timing mismatches da-
grade performance significantly [5], so they needé¢ es-
timated and corrected.

With a sinusoidal input, the mismatch errors carséen in
the output spectrum as distortion. With input slgfra-

guencyf , the gain and time errors cause distortion at the
frequencieskF, / M = f , whereas offset errors cause distor-

tion at kFS/M , where k=1,2,-- M. Fig. 2 shows a
TIADC output spectrum composed of 4 ADCs.
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In this paper, a digital calibration implementatiorethod
for TIADC based on orthogonal code properties isoin
duced. Some works have already been done on thjsciu
[6] but with only offset and gain error calibrateonUsing
the same approach, we have developed [7] a newithlgo
allowing a total online digital calibration (timeffset and
gain).
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Figure 2 - Output spectrum from TIADC system compose
of 4 ADCs.
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The utility of orthogonal sequences in data-chaseplara-
tion has been proved, as the case of spread-spetike
CDMA [8] used for example in wireless and opticahe
munications. In this paper, we propose to use sdipar
property of orthogonal sequences in order to uetate the
contributions of time skew, offset and gain misrhat
The paper is organised as follows. In sectionésatiption
and simulation result performances of our orthogonéine
digital calibration algorithm is described. The posed
hardware implementation design and results wilshewed
in section Il and finally section 1V presents tt@nclusion.

2. ORTHOGONAL CALIBRATION:
ALGORITHM DESCRIPTION AND
PERFORMANCES

The TIADC input signal will be noted,

x(t) = Axsin(27 £ t) 1)

be within the same range with different fixed vafaeeach
ADC.

We assume throughout this paper tiRét) is bandlimited to
the Nyquist frequency of the TIADC. We suppose tihat
errors (timing skew, offset and gain) are statislowly time
varying. It means that these errors can be asstoriael con-
stant for the same ADC from one cycle to the nexdr@n
interval of some million samples.

2.1 Algorithm description

In this section, we propose a new online calibratieethod.

The algorithm is based on orthogonal propertiesvéen
two vectorsB andC of lengthL, defined such as:

> B(C() =0

n=0

@
and

iB(n)B(n): L and iC(n)C(n): L (3
with B(n)n:: (-1)" andC(n) =1, Dn(:)s n< L-1.
Just before analog to digital conversion, the irgghal of

lengthL is multiplied byB, on each TIADC channels. So,
thenth input sampling signal from theéh ADC is:

X (M) = AxB(n) xsin(27 {1T)
with A=(k+ Mn),and0<n<L-1

(4)

In practice, it is important to note thBtwill be an analog
square signal of perioMT_, range betweerFS/2 where
FSis the ADC full-scale range.
If y (n) denotes thenth output sampling signal
from thekth ADC, we can write:
(M =X%X.(nEN+ Q )
where,
X .(n)=AGsin(2rf (hT+At+3d1)) (6)

By using siné+b) trigonometry property, we can rewrite

where A andf  are respectively the input signal maximal (6) as:

amplitude and frequenci denotes the number of ADC in
the TIADC, and the nominal sampling period of thvemll

system isT . ADC resolution will be notech, and time
vector acquisition length (FFT sizk)

sin(2rf AT, ) cos(2r f, At + 01, )

)’Zk,ﬁ(n) = Aq( +COS(ZTfOﬁTS )Sin(szo Atk + 5t‘< )J )

G,, O, and At represent respectively, gain, offset andAs 27f (At +Jt,) <1, using the first term of sine and

clock skew associated to thih ADC, with1<k< M.
G, andO, are range betwees5 LSB.

Random jitter t, is assumed to have a uniform distribu-

tion within a range oft0.5% of the sampling period, i.e.

dt_ 0[-0.005, ,+ 0.005,]. Clock skews are supposed to

cosines Taylor developments, (5) becomes:

Y. (n) = AG B nsin(2r fnT)
+2mf AG B(n)(At +dt)cos(2r fT ) (8)
+Ok
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2.1.1 Offset estimation

Generally, calibration process needs error estimgthase
before correction. The first step of the algoritbnoposed
is to estimate the offset, which is easily doneHsyfollow-
ing relation;

1
O, ==y, xC' 9
L

2.1.2 Gain and clock skew estimation

The second step is dedicated to gain and clock sletima-
tion, which implies offset cancellation. This ism#ousing
the zero mean property Bf

.1
=1y, 8" (10)
L
With relation (8), we can write thgh sample of (10) as:
y.(n) = AG sin(2r{nT)

(11)
+2rf AG (At + 9t ) cos(27f T, )

Mo My~ Mo M m.a)
T = , G, = = (16)
My My = Mo Mo Mo = kMo
L/2-1
wherem :—Z u(n .
n=0
2.1.3 Cal|brat|on process
Finally we obtain the corrected output digital sign
5, =(v.-0,c-Tw,)/ G, 17)

Calibration process leads to cancel offset, gaith elock

skew mismatch errors. We can remark that relatith) (
proposes a direct cancellation of the offset. $o,tlie ar-

chitecture implementation, a simplification of (1cQuld be

done using (11) instead of (8). Thus (17) becomes:

w,)/ G, (18)

The previous equation shows the correlation betwee

(At +t,) and G,

with two unknowns: (At +4dt,) and G, . This problem

will be solved using matrix notations. Let us calesithe
following vectors:

Vk = [Vk,k(o)"' (n)
= [kak(o), W ()

T kk+M(L1)(L 1)]
Wk+M(L—1)(L 1)]

where
V, . (n) = Asin(27 { hT)

W, .(n) = Acos(27 {nT )
(11) becomes:

Ty
——

j, =GV, +G, 2mf (At + 3t )W, (13)

As (13) is over determined, two auxiliary equatiqig)
and (15) were formed:

for 0sn< L/2-1,

y =GV +GTW" (14)
and forL/2<sn< L-1,
S‘/|((2) = Gka(Z) + Gk-rka(Z) (15)
. 1) ~@ — 1)\,
with Y. = [yk Y. } , V, = [Vk V, ] and

k k

w, =[ WO w? .

Finally, by combining (14) and (15), it has beeowh that
analytical estimations of clock skew and gain are:

leading to a linear equation system

.2 Algorithm performances and Simulation results

To evaluate the efficiency of the algorithm presdnin this
paper, a time-interleaved ADC system composed by tw
ADCs has been simulated. We proposed to show dry t
simulation results about clock skew estimation. &simula-
tion results are proposed in [7].

In these conditions, fig. 3 shows sampling and tnfoe-
guency ratio influence on the estimation.
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Figure 3 - Phase errors estimation, sampling frequéempact.
TIADC with M=2, 2048 FFT point$,=8 bits

Error estimation was computed by:

|theoret|cal value- estimated va|L
| (%)

| theoretical value

and clock skew was set to:

At, =-At, =[0.1,0.2,0.3,0.4T./ 10.
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The results (Fig. 4 (a), (b)) show that SFDR impov family is the fifth generation in the Virtex seridduilt upon

38.25dB and SNR 1.5dB. Also, we can see that disisr
are completely cancelled.
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Figure 4 - FFT spectrum before (a) and after (kibrtion.
TIADC with M=2, 2048 FFT point$),=8 bits, @ -1dB FS

3. IMPLEMENTATION DESIGN AND RESULTS

To evaluate the real-time hardware effectivenesh®fpro-
posed signal error correction, several experimeantgeting
FPGA components were made in order to estimat@adke
sible implementation characteristics. This stepasessary
as the proposed approach has been developed teneaip
high frequency TIADC systems. These experiments taim
compare different architectures using differenedixpoint
formats.

The target technology is Xilinx Virtex-4 Pro XC2VBQ1
FPGA. Results were obtained for custom handwrittien
cuits implemented using fully pipelined hardwaresi@tors
for maximal frequency performances. The power consu
tion and the area reduction are not addressedsmtirk as
the main objective is to provide the greater thigmg. The
architecture logic synthesis was performed usingXiSE
9.2i tool.

The main features of these architectures are suireoain
Table 1, together with the synthesis results of snlution
mapped onto a Xilinx Virtex5 FPGA device. The Vit

65nm technology, the Virtex-5 family is well knovirom
digital hardware designers as it is optimized fighkspeed
logic and digital signal processing (DSP), embedpext-
essing.

The implementation schematic of the proposed odhab
algorithm is presented fig. 5.
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Figure 5 — Implementation design

The hardware operators included in the design Hmeen

optimized to reduce as possible their critical path the

operators (adder, accumulator, multiplier and digjichave
been designed in a pipeline fashion to boost traiitiper-

formances.

In the experiments, the architecture was declinadifferent

versions depending of the fixed point bitwidth atepend-
ing of the accumulator length (buffer size). Thasehitec-

tures provide interesting compromises between titpub

value precision (output binary format), the ared toe com-
putation latency. The results provided in tablerdop that

the algorithm may be implemented in a common FPG# ¢
suming about 25% of the slices and using high clivek

qguency.

Table 1 — FPGA synthesis results

Results

Buffer
size

Output binary
format

Latency
(clock cycle)

Areasdlice
registers

2984

throughput
(Gbls)

47

Freq. (MH2) SliceLUTs

333,33 3668

5, 3 333 33 3188 3956

‘!_\ 333,33 2984 3684
333,3:  308¢ 382¢

\ 3333 ] _318¢

The unchanging frequency value shows that our t@athre
critical path is independent of the output binamnat.

The results, fig. 6 and 7, prove that for this icatar appli-
cation, 16-bit fixed point representation is suffi¢ to
achieve the fixed-point representation performanaed
thus it has been adopted for the processing blbeks de-
scribed.
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Moreover we can see from previous results that veg m
introduce, for performance raisons, up to 3 comjnra
cores a single FPGA Virtex-5 for parallel orthogoakyo-
rithm computations. In this case a single VirteXrBGA
provides a correcting throughput ofx333.33 Ms/s (1
Gsl/s).

The output data from the FPGA are downloaded witie-a
rial link and used to draw fig. 6. In fact, fig. hows the
output spectrum directly obtained with the FPGApomt
samples in 8.6 format. Distortions are cancelled #re
SFDR improvement is about 12 dB.
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Figure 6 — FFT spectrum after calibration TIADNI;2, 1024 FFT
points,n,=8 bits, @ -5dB FS, 8.6 precision
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Fig. 7 shows the output binary format influencetios SNR.
We can see that more precise is the output foroadter is
the SNR. Moreover for an output binary format &,8&he
SNR improvement, between a buffer size of 32 arg] i
11dB.

4, CONCLUSION

In this brief, a hardware implementation for a tipicali-
bration technique to compensate mismatch errof$ADC
is presented.

These calibration techniques have a minimal impatt
analog complexity and most of calibration and psso®y
steps are carried out in digital domain. Regardieske pro-
posed hardware implementation, complexity and perfo
ances, and to the simulation results, we are abbenclude
on the great effectiveness of our technique.

Future work consists:

o i i
zg‘ 6 8.7 8.8
Output binary format

Figure 7 — Output binary format influence on SNR:2, 1024 FFT

points,n,=8 bits, @ -5dB FSIfO/FS =0.1
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