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ABSTRACT 
In this paper, we present a new feature set for robust 

speech recognition based on histogram equalization (HEQ) 
combined with auto regressive moving average (ARMA) fil-
tering. Cepstral vectors extracted from the clean data, modi-
fied by Mean and Variance Normalization (MVN) have been 
used to generate a reference histogram for histogram equali-
zation. The proposed post-processing module also consists of 
ARMA temporal filtering applied to normalized cepstral co-
efficients. HEQ compensates for nonlinear distortions caused 
by noise and ARMA filtering is used for smoothing the nor-
malized feature vectors. The results on the AURORA2 task 
have shown noticeable improvements in the recognition of 
noisy speech. The proposed front-end achieved a relative 
error reduction of around 60% compared to the standard 
Mel-Cepstral front-end. 

1. INTRODUCTION 

The accuracy of speech recognition systems degrades 
when the acoustic mismatch between the training and test 
data is encountered in real conditions. This is generally 
caused by the additive or convolutional distortions intro-
duced by background or channel conditions. Therefore, inac-
curate training/test data representation is leading to inaccu-
racy in the performance of the speech recognition system. 

Various efforts have been made with the purpose of de-
veloping robust speech recognition systems that maintain a 
high level of recognition in various noisy environments [1]. 
These compensation methods mainly try to remove the ef-
fects of mismatch caused by various conditions in the feature 
parameters and recognition models. Some of these methods 
propose noise robust models that are able to more accurately 
model the noisy speech. While, others try to modify the fea-
tures extracted from noisy speech to better represent the 
clean speech, trying to minimize the mismatch between the 
training and recognition data [2]. 

 Cepstral Mean Subtraction/Normalization 
(CMS/CMN) and Mean and Variance Normalization (MVN) 
are two widely used feature compensation methods for re-
ducing the noise effect. They achieve that by trying to elimi-
nate the irrelevant information that is contained in mean and 
variance of the signal. Cepstral parameter means usually con-
tain the convolutional channel distortion effect that is not 

relevant and may be assumed invariant for all the frames. 
MVN normalizes mean and variance information of the 
speech signal [3]. Although these linear methods are effective 
for the compensation of channel distortion and some effects 
of additive noise, they are not able to treat the non-linear 
effect of additive noise especially in the low SNRs. The ap-
plication of histogram equalization method has been found 
helpful for estimating non-linear transformations used for 
better noise compensation. HEQ uses the assumption that the 
shape of the entire distribution of the cepstral coefficients is 
invariant and should be normalized to the reference distribu-
tion [3, 4]. 

ARMA filtering has also been found as an efficient 
smoothing temporal filter trying to remove outlier (noise) 
frequencies from the speech modulation spectrum and is 
proved to enhance the recognition results of the mean-
subtracted, variance-normalized features [5, 6]. 

The organization of this paper is as follows. Basic prin-
ciples of histogram equalization and its role in compensating 
non-linear effect of the noise have been described in Section 
2. In this section, we also present ARMA temporal filtering 
and its effect on enhancing the overall results of the speech 
recognition system. Experimental results are presented and 
analyzed in Section 3 and conclusions are given in the last 
section.  

2. ALGORITHMS USED IN THE PROPOSED 
FRONT-END 

In this section we discuss the methods that have been 
applied in our proposed front-end. First, Histogram equaliza-
tion and its achievement in removing the noise effect on fea-
ture parameters distribution are discussed. Since filtering the 
feature parameters is proved to improve their efficiency, we 
investigated some temporal filters and found ARMA filter a 
relatively low cost and efficient filter to be applied to normal-
ized feature vectors. ARMA filter and its use in eliminating 
the high frequency noise from the feature parameters spec-
trum are also described in this section. 

 
2.1 Histogram Equalization 

The main idea of histogram equalization method is to 
normalize the distribution of the speech signal to a fixed ref-
erence histogram. Hence, by using this method, the effect of 
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various acoustic environments on probability distribution of 
the feature vectors is removed and the mismatch between the 
training and test data is reduced. 

The non-linearity introduced by additive noise leads to 
deformation of the distribution of the feature vector. It highly 
affects the low SNR part of the speech i.e. deviation from the 
clean speech distribution increases by reduction of the signal 
to noise ratio. For normalizing each dimension of the feature 
vectors that in this work were in cepstral domain, it is con-
venient to use cumulative density function (CDF) of each 
coefficient and normalize it to the reference CDF. The refer-
ence CDF is obtained by integrating the probability density 
function (PDF) corresponding to the relevant reference pa-
rameter. Therefore, the histogram normalization transforma-
tion can be established by applying the rule that for mapping 
the PDF of a random variable y ( )y(Py ) to the reference 
PDF ( )x(Px ) it is adequate to find a transformation (x=F(y)) 
that satisfies the equality of their cumulative density func-
tions [7]. It can be declared as:   

 
))(()()( yFCxCyC xxy ==  
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The transformation function F can be found as Eq. 2. 
Here, 1−

xC  is the inverse of the reference CDF. This reference 
can be defined in various ways. In fact, it is the representa-
tion of the training data and can be extracted from a suffi-
cient amount of training data, or alternatively, be estimated as 
a normal Gaussian distribution. In this work, the clean train-
ing features are used to better approximate the reference PDF 
that is not precisely identical to the standard Gaussian. 

Our approach to normalize histograms of each cepstral 
coefficient has been carried out as follows: We first estab-
lished the reference distribution corresponding to one cep-
stral coefficient with enough frames of speech signal. Before 
applying this reference, in order to use a unique reference 
vector for all of the coefficients, the reference feature vector 
and other cepstral coefficients were normalized by using 
MVN so that they would have zero means and unit variances. 
In this condition, the difference between the cepstral coeffi-
cients distributions gets negligible. Mean and variance are 
estimated for current utterance as:  
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where V(n) is the feature vector for the nth frame. N is the 
number of frames in the utterance to be recognized, µ  is the 
mean and [ ]k2σ  is an estimate of the variance of the kth pa-
rameter of the feature vector.  

Next step in the proposed HEQ algorithm is to equalize 
the histogram of individual coefficients with the reference 

histogram. As long as the coefficients are discrete values, a 
number of bins are to be used for producing the histogram of 
the reference vector and other coefficients. We considered 
100 uniform intervals between the minimum and maximum 
values of each vector and found the HEQ transformation by 
minimizing the difference between the histogram of the 
given coefficient and that of the reference vector. This trans-
formation was applied to each of the 12-cepstral coefficients 
and logE and the newly extracted features were then passed 
to the next module, i.e. ARMA filtering. 

 
2.2 ARMA Filtering 

ARMA (Auto Regressive Moving Average) filter is a 
low-pass filter used for smoothing any spikes (higher fre-
quencies) in the time sequence. Therefore, for the noisy 
speech, ARMA filter most likely removes noise that is laid 
mainly in spikes appearing among the parameters. 
The general formulation of ARMA filter is: 
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where M is the order of the ARMA filter and td

~
C denotes 

ARMA filter output vector that is obtained in time t for dth 
cepstral coefficient. 

ARMA filter is proved to be useful when integrated 
with MVN technique for constructing the more robust feature 
vectors. As mentioned, HEQ is an extension of MVN process 
that normalizes more than the first two moments (mean and 
variance) of the probability distribution of feature vectors. 
Hence, one can anticipate that applying ARMA filter to 
HEQ-normalized features improves the efficiency of the 
front-end, especially for lower SNRs. This anticipation has 
been approved by our experimental results. 

Our proposed front-end can be summarized as in Fig.1. 
According to this figure, MFCC features are first normalized 
by MVN. HEQ is then applied to the new features and finally 
the features are filtered by ARMA temporal filtering. 

Various M values in the transfer function of the ARMA 
filter have been examined and the best order of the ARMA 
filter used after HEQ module has been found to be M=5. We 
also modified the original formulation and weighted the cur-
rent value of the vector more than those preceding or suc-
ceeding the existing frame. The proposed weighting process 
is defined in Eq. 6: 
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It was shown that using the modified ARMA filter would 
lead to a better performance with respect to the regular 
ARMA filter defined in Eq. 5. 
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Figure 1– Block diagram of the proposed front-end for robust fea-

ture extraction. 

3. EXPERIMENTAL RESULTS 

3.1 Experimental Setup 
The proposed front-end was evaluated on Aurora 2 Task 

[8]. This is a speaker-independent connected-digit recogni-
tion task that contains speech contaminated with 8 various 
types of additive noise in 6 different SNRs ranging from -5 
dB to 20 dB and clean speech. There are three test sets in the 
database: Set A (with subway, babble, car, and exhibition 
noises added to speech), set B (with restaurant, street, airport 
and train station noises) and set C. In set C the channel effect 
is also added to the additive noises (subway and street). 
MFCC features including 12 cepstral coefficient and log en-
ergy have been obtained from Aurora 2 front-end. The dy-
namic parameters have been appended to these parameters 
later. The Hidden Markov model Toolkit (HTK) has been 
used for speech recognition evaluations [9]. Recognition 
experiments have been carried out using a set of continuous 
density left-right Hidden Markov Models (HMMs) trained 
with clean speech data. Digit models had 16 states with mix-
tures of 3 Gaussians per state. 

3.2 Results with Different Front-End Configurations 
As depicted in the block diagram in Fig.1, first, the log 

energy and 12 cepstral coefficients were modified with the 
proposed method. Normalized cepstral coefficients were then 
passed to the back-end module where 1st order and 2nd order 
time derivatives of them were also used for training and rec-
ognition processes. To compare the performance of the men-
tioned methods, different front-end experiments have been 
carried out: Baseline, MVN, MVA (MVN+ARMA), HEQ 
and HEQ+ARMA. We apply the utterance to be recognized 
to estimate mean and variance for MVN and histograms for 
HEQ. Normalization of feature components has been per-
formed for both the training and test data in all experiments. 
Histogram equalization was only applied to the 12 cepstral 
coefficients (C0-C12) appended with log energy. The first and 
the second derivatives were obtained from HEQ-normalized 
features during the recognition process. 
We investigated different bin numbers for either evaluating 
the histograms of the reference and test vectors or mapping 
each coefficient’s histogram to the reference. Number of 
bins was selected as 100 according to the best empirical 
results. We also concluded from these results that selecting 
reference histogram and method with which HEQ is imple-
mented highly affected the performance of the algorithm. 

ARMA filter was also applied to mean-variance-
normalized and histogram-compensated features.  Fig. 2  

Table 1 – Comparison of different feature extraction method for 
Aurora 2 Task. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
shows the recognition rates obtained by various front-end 
configurations for different noise levels.  

According to the procedure followed in the Aurora 
evaluation framework, we have calculated the average rec-
ognition accuracy for each test set from the results corre-
sponding to the SNRs of 0dB to 20dB excluding the clean 
and -5dB recognition results. The average results obtained 
from mentioned methods are shown in Table 1.  

As depicted in this table, ARMA filter has further im-
proved the performance of MV-Normalized features, which 
is the result of smoothing the spectral spikes that mostly rep-
resent the additive noise. However, in increasing the order of 
ARMA filter, M, a trade-off should be reached between miss-
ing spectral peaks corresponding to short-term cepstral in-
formation and eliminating the effect of additive noise. Thus a 
small M retains more speech information together with more 
corrupting noise. It suggests using a relatively small positive 
M. According to our experiments, the best results have been 
obtained by M=5. 

 In order to obtain better performance, especially for 
higher SNRs, weighing modification is applied to the ARMA 
filter. W=.8 was found to be the best weighting coefficient. 
The results of histogram equalization (HEQ) outperforms the 
jointly use of MVN+ARMA as shown in Table 1. Moreover, 
adding ARMA filter to the features compensated with HEQ 
caused a significant improvement with respect to 
ARMA+MVN feature compensation method. This is due to 
this fact that HEQ is the inherent extension to MVN and can 
compensate for the non-linear effect of additive noise that 
cannot be dealt with by linear normalization methods such as 
MVN. Although not significantly, ARMA filtering can fur-
ther improve the performance of histogram equalization as 
shown in Table 1. 

4. CONCLUSION AND FUTURE WORKS 

Based on our experimental results, it is found that HEQ 
performs better compared to other normalization methods 
such as CMS and MVN for the reason that it provides com-
pensation of rather than first two moments (mean and vari-
ance) of the distributions. However, the computational load 
is higher and may be compensated by either improving the 
HEQ algorithm or using more powerful processors. 

  ARMA Filtering 
 

 HEQ 

12 Cepstral 
coefficients with LogE 

 MVN   MFCC Feature Extraction 

Recognition Accuracy  
Set A Set B Set C Ave. 

Baseline 61.12 55.57 66.68 61.12 

MVN 70.43 71.13 66.75 69.44 
MVN+ARMA 

M=2 75.79 76.01 72.48 74.76 

MVN+HEQ 80.28 81.62 81.58 81.16 
MVN+HEQ+ARMA 

M=5 80.80 82.43 81.67 81.63 

MVN+HEQ+ARMA 
M=5, W=.8 80.81 82.46 81.74 81.67 
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Aurora Task Set B
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Aurora Task Set C
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Figure 2 – Aurora 2 recognition results for sets A, B and C. Recog-
nition accuracy is displayed as a function of the SNR under various 

noise compensation methods for robust feature extraction. 

In this work, histogram equalization combined with 
ARMA filtering is shown to improve the performance of the 
front-end in comparison to using MVN or MVN+ARMA.  

The achievement of our proposed method is because of 
independent effects of the mixed algorithms. It means they 
perform different noise compensation for feature parameters.  

MVN is mainly responsible for removing the DC component 
of the feature vectors spectrum and reducing the effect of 
convolutional noise. HEQ can compensate the adverse effect 
of additive noise on feature parameters distribution. ARMA 
filter is efficient to reduce the contribution of high frequency 
noise in the feature parameters spectrum. Hence, it can be 
observed that their combination have led to improvement of 
the recognition accuracy in the presence of various environ-
mental noise.  

Since energy distribution is different from other cepstral 
coefficients, further works on energy normalization may im-
prove the overall results of the HEQ compensation. Another 
field that requires more investigation is to find more appro-
priate reference histograms able to better represent most of 
the feature vector properties. We can also enhance the 
ARMA filter to be more efficient to remove the HEQ nor-
malized features corresponding to noise. 
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