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ABSTRACT the available resources in the networks since theg sdgh

Peer-to-peer (P2P) networks are distributed systehat the number of peers in the systems. L
aggregate a large amount of independent nodes krasvn Although P2P technology gives novel opportunitiesiés

peers. This model is expected to resolve obseimitdtions ~ fIN€ an efficient multimedia streaming applicatiat, the

in current centralized video streaming solutionsi@a im-  S&Me time it brings a set of technical challenges ssuts
prove in a significant way their performance. due to its dynamic and heterogeneo_us nature. I_Evexghho
Multiple description coding (MDC) is a video enaugliech-  the Problem has been already studied in the liteafiey
nigue that presents interesting features when aggp P2P 10], works on P2P media streaming systems is stilhén t
video streaming system, e.g., it eases the manageshe €21y Stages. _ - .
variable bandwidth/throughput by transmitting a table Ong of the_ key ISSu€es in d_eS|gn|ng 2P systems s the
number of descriptions, it provides high resiliencepacket ~choice of video coding technique and related chgts in
losses improving decoded video quality as the paenect- Order to optimize the resource usage and to imprabe s
ing probability increases. stantially the overall video quality. Packet loss amwcbr
The literature shows that MDC could be an effectiye propagation, Whlch occur frequently_over cur_rentrié{-
proach to realize effective P2P networks for viseeaming. ~ WOrks. can dramatically reduce the video qualityhat re-

In fact a key issue in video streaming is the mbbf error-  C€iver end. Hence, error resilience and handlingetdoss
recovery at the decoder side, i.e., the error-caiment (EC) are_crmcal issues in the streaming appl|cat|or_15.e833v
strategy. The main contribution of this paper ie tesign of coding solutions have been d'eveloped to tackle l]lsese_s,

a sequence-based EC algorithm that performs thererr (© €nhance the overall quality and to protect metia
recovery by using the information coming from ataier traffic against severe network congestion conditidiiese
number of frames in the future to minimize thecefiéerror ~ SYStéms mainly use two techniques for video encoding:
propagation. Target of this work is to apply sudb &rategy multiple deSCT'p“O” coding (MDC) and _Iayered coding
to a balanced MDC system. Simulation results shavgteat (LC)- LC provides a scalable representation that ecitg

improvement that a sequence-based EC algorithms dive rate control but it is sensitive to transmission lossesth®
the system performance compared to common EC a ther hand, MDC provides increased resilience to gtack
proaches. osses by creating multiple streams that can be decoded

independently.
1. INTRODUCTION Both MDC_ and LC tech_niques prov_ide interesting f@ur_
when applied to P2P video streaming system. Theyi-facil
In recent years the volume of video/audio data tratsthit tate the management of variable bandwidth/throughgu
over best-effort networks (such as the Internet)dseimsed  transmitting a suitable number of descriptions/layers- D
in an extraordinary way. Peer-to-peer (P2P) traffittake  spite the “standard P2P video systems” where theditego
accordingly a non negligible amount of the globaetnet  process starts when all the sub streams are fullyvestei
exchange in the near future. the systems based on MDC and LC techniques can allow a
P2P networks [8] are distributed systems that agggedjat fast start of the decoding process and the decodesb vid
large amount of heterogeneous and independent nodggality improves as the peer connecting probability
known as ‘peers’. Such a system encompasses interestifi@ases. Moreover both MDC and LC techniques give a
characteristics like self configuration, self adaptatand  scalable representation of the source providing deith
self organization. These intrinsic characteristics entlle  different quality to users equipped with differenhtaidth
P2P model a potential candidate to solve some optble-  connections.
lems of today multimedia streaming over the Interivet; The difference between MDC and LC lies in the depen
fact P2P networks overcome the setback of bottlenecinhcy among descriptions/layers. In fact in LC paradigen
around centralized server due to its distributed #esitd  enhancement layers can be decoded only starting from a
architecture. Moreover, it facilitates to manage dyically  decoded base layer. In contrast to LC, in MDC each de
scription can be decoded individually to get the tmpsa-
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ity. This feature gives MDC a slight advantage ol€r
technique.
In this paper we deal with MDC techniques [1] angan-

attention on this system to show the effectiveness of se
guence-based EC algorithm on BMDC system, but similar
results can be achieved on other BMDC systems.

ticular with the problem of error-concealment (EID)fact
it is necessary applying an EC strategy in each R/t
order to reconstruct the information eventually ldgting
the transmission or when the peer connecting prabalsl
too high and part of some sub stream arrives late.

The literature proposes two classical EC solutiores t¢ém-

The rest of the paper is organized as follows.i&e@& pre-
sents the sequence-based EC strategy, while Segtisn
dedicated to the IF-MDVC system: review of the alfn,
creation of side-information stream from the cdiyede-
coded descriptions, and application of the sequbased
EC algorithm. Section 4 shows the simulation resulon-

poral and the spatial one. Moreover some MDC approadatiusions are given in Section 5.

presents a specific EC algorithm. One of the motinatiof
this work is that, even though MDC is particularly wseh

error-prone environments, the schemes proposed ia-liter

ture present only a “local” EC strategy (in terms iofef)
that does not deeply exploit the redundant infoiomaof
the sub streams [2].

An attractive EC approach for video is proposed Iote@a

et al. [3]. They present a sequence-based algorithin th\c}

performs the error-recovery by using the informatom-
ing from a certain number of frames in the futureriai-
mize the effect of error propagation. This EC appho&s
effective in predictive encoders because it explbiestem-
poral correlation of the frames. To reach such reauide-
information stream is needed. Intuitively, we can khat

this stream as a more approximated version of the vid

source, e.g., a low-resolution stream. Therefore, cae

associate each pixel in the video sequence to a corresp

2. SEQUENCE-BASED ERROR-CONCEALMENT
ALGORITHM

Given a video source, we consider prediction-baseting.
Such a scheme provides excellent coding efficiematy it

suffers from the error propagation drawback. Thal gbthe
sequence-based EC algorithm is to recover the gost

alues due to packet losses trying to minimizeetfiect of
error propagation in a certain numkerof frames in the
future.

Before describing the algorithm, we remind that e
guence-based EC strategy needs at the decodefwdidee
the EC algorithm is performed) a side-informatioreatn
that can be intuitively thought of a coarser appration of

$Re video source. In this paper we will obtain thide-

information for a lost description from the othesdéptions
not corrupted by the losses.

dent more approximated value of the side-informatior).; o S S . L
stream. The work in [3] is built on an unbalanced MDCrb"Ven the side-informatiory (k) (pixel i at timek; a is for

(UMDC) system and the side-information is carried by auxiliary, i.e. side-information stream), the seqeebased
low-resolution (LR) stream that takes a percentageh@f t EC algorithm tries to restore the lost pixel vabgrék) with
total bit-rate according to the channel conditiofise re-

sults are interesting but the system suffers the proloflem .
the extra-bandwidth transmission of the LR stream. terms of mean square error oVeframes in the future) be-

A similar approach is given in [4]. It proposes an MPEG WWeen the video sequence, that we obtain subsgtutie
compatible spatial and temporal EC algorithm that usest value withg(k) and bringing ahead the decoding proc-
multi-frame recovery principle to minimize the errdopa-  ess forF frames in the future, and the corresponding side-
gation. In this case the side-information is obtaiesploit-  information stream. In other words the reconstrugibe|

ing the intrinsic spatial/temporal correlation ofariey pix-  value at timek minimizes the error propagation (considering
els in the video source. F frames in the future) respect to the side-inforomat
Aim of this work is to apply a sequence-based error co When the quality of the side-information increashentthe
cealment strategy to a balanced MDC (BMCD) system. laccuracy of the EC algorithm increases as well. Magov
fact the advantage of the BMDC descriptions of béimg there is the same effect when we enldfge

dependently decodable is a very welcome featura 2P  More formally, the sequence-based EC algorithm miirgs
video streaming system. If a loss corrupts a descriptionhe mean square error between the decoded videeses
then the other descriptions are error-free and carsbé to  starting from the reconstructed value and the spording
create, without any other additional LR stream, ¢fte-  side-information stream. The two contributions iacte
information necessary to apply a sequence-based EC. \ifame are determined following the path indicatgdtie
think this approach can be particularly effectivethose MVs. The optimum reconstructed value of the losepig
MDC schemes that do not use drift compensation termshown in Equation (1):

(e.g., [2,5]) and where the number of descriptiorngrésater .
than two [5]. This consideration is motivated by thance, VLY = © a _ v

for these schemes, to obtain a lower side-distortiorttzunsl X' (k) F ;){X (k+1) (;e (k +S)H (D).

a higher quality side-information that increases éfffec-

tiveness of the EC algorithm. The form of Equation (1) suggests the EC implentmmta
In this work we refer to IF-MDVC system (Independentscheme. In fact the reconstructed value can be agehe
Flow Multiple Description Video Coding) [5] based an average ofF values that corresponds to te side-
spatial polyphase down-sampler along rows and columns taformation samples retro-propagated (up to the fiasne)
provide up to four descriptions per frame. We focus outhrough the right received predictional error valugigure 1

a value xv(k) that minimizes the average distortion (in

F-1
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shows the error-recovery functional scheme in thse cof

F=4. More detailed explanation can be found in [6].

Till now we have considered for simplicity the cagente-

ger precision ME/MC coding. Here we analyze thedotpf

using a half-pixel precision in the proposed seqedrased  x(;-1)
EC algorithm. This choice is motivated by the fiwit the :
ME/MC in the standard coders is typically carriad with %(t-1) x(t
this accuracy.

XX XX
_ - = =
o
= = = |

==
=

Frame t-1 Frame t
e'(k+l) e (k+2) e'(k+3) Figure 2. Two consecutive frames where the MV fedsgixel
precision.

15' +++ We formalize the problem as in Equation (2), wherns a
: (N+1)xN matrix. The goal is to estimate the elementd.of

Y- X ) The MC operation imposes the constraint of Equaf®)n
& on whereS is aNx(N+1) matrix. Combining Equation (2) and

- T (3) we find Equation (4), which is the first corétt for the
+ variableT: it insures the perfect reconstruction of the jared

o tion X (t).
(k) M+l x(k+2) 2"(k+3) ~

X(t-1)=T0{X(t)- E(t) =T X(t) )
Figure 1. EC scheme f6=4 and loss on the flow f at frarkee’

are the prediction errors artithe side-information samples. R )
X(t)=SX(t-1) with

The main issue in this extension is the difficulty tadila 05 05 0 .. 0

the MC-sequences within the video in the case of not- |0 05 05 .. O 3)
integer precision MVs. In fact in the case of intelyrs, S=
each pixel is predicted from one pixel in the presifname

and thus the prediction relationship between teaipoon-

secutive pixels (i.e., the MC-sequences) are simply ind

viduated. On the contrary, if the MVs have half-pigeeci- SIT =1 4)

sion, the prediction of each pixel comes from the ayeof

more than one pixel in the previous frame. ThusMi@ It is evident that the Equation (4) does not unlyjdetermi-
sequences become complicated structures whose handlifi@te matrixT; in fact it is impossible to uniquely invert the
turns to be unpractical. However it is easy to shaat the average operation. Therefore we need to add arnicui
key-problem that has to be solved in order to extired constraint onT. The idea, depicted in Figure 3, is to impose
sequence-based EC approach to half-pixel precisioni®Vs X (t -1) to be as similar as possible Xt), as the ME/MC
the opportunity to invert the MC operation, i.@. gstimate ; ; - ; ;

the pixels of the previous frame given the MVs and thé)_pe_ranon requires. W_e apply On(t) Qn ayeraglng operation
half-pixel prediction frame. slmllar to that used in MC operation in order taleate
We present a simplified example to explain this idesius ~ X(t) in the same spatial position of(t —1). To reach such
consider two frames as in Figure X(t) is aN pixels  objective we define)?(t—l) by pruning the first and the last
block in framet that has a half-pixel precision MV. Thus its sample of the blockx (t —l); in the same way we defirie
predlctlon X(t) Comes.from t.h‘NJ'l pllxels block X(t _1) by pruning the first and the last rowsTand S by pruning
in framet-1 by averaging pair-by-pair the near pixels (€.9.the last row and the last column®(Equation (5)). In order
%(t) =[x, (t -1)- x,(t -1)]/2). The problem we need to y; innose similarity betwee (t 1) and X(t) the Equa-
solve is to estimate the values of tiel piXElS of X(t —1) tion (6) states the second constraintfor

given the value of the MVX t) and E(t).

0O .. 0O 05 05
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frame by frame. In such way we can obtain an appration

Xl(t_l)f of the pixel values for the descriptiosh (i.e., its side-
X (t _1); o information) for every frame from the loss on.
2 SD((t) v ;(1(,[) Let us consider now the more complicated case dfipteu
Xs(t —1) ¢ <—> 0 < Vo losses over the flows. The goal is to recover ihgle loss in
X(t-1)4 X(t-1) ! | 1 Jiei%(t) px(t)  the flowd at framek. Two events are worth taking into ac-
X4(t—1)? S count: first the loss of other data on the same fib(in a
(t —1)i ’-9-:X3(t) framek+j with O<j<F) and second the loss of data within the
% | other three flows that can prevent to obtain thde-si
Frame t-1 information for flowd. The problem is thus to estimate the

maximum numbeF’ of frames that is possible to consider in
Figure 3. An additional constraint increases thalarity between  the sequence-based EC algorithm according to tperiex
the half-pixel precision prediction and the preg@dame. mented losses. We find thét can be obtained by Equation
) U]
X(t-1)=TX() ®) F'= min{F,L,M} @)

_ - = o _ L is the number of frames in flodrbetween framé& (where
T= argmln(SD((t)— X(t - ))_ we experimented the loss we are recovering) anc\ke-
argmin((é—f)DZ(t) (6) tual successive loss (say frarhg L can be expressed as

— L=h-k In fact, if we experiment a loss in frarhgwe lose
MVs and prediction error) we are not able to adphther
the Equation (1) and we are obliged to stop itahEk+L.
M takes into account the losses in the other tHowesfdif-
ferent fromd. In fact, if we experiment a loss in a flaw
(m#d) at the framek+j then the descriptiom cannot be
decoded after that frame and thus flowcannot be further
used for the creation of the side-information frtvat frame
3. SEQUENCE-BASED ALGORITHM APPLIED ON on.M is the number of last frame where at least oneriges
IE-MDVC SYSTEM tionm(m# d) can be decoded.
Given that the proposed EC algorithm proceeds ewigp

The IF-MDVC system proposes to split the video eeimN  ently loss-by-loss, we describe its steps for glsitoss (flow
separate flows [5]. FoN=4 the input source is fed into the d, framek). The algorithm steps are:

=>T= argmin(§ —T)

The matrixT is obtained, e.g., by applying the linear pro-
gramming method [7] to Equation (4) and (6). It dam
shown that the resulting matrixis a non-polarized accurate
operator that inverts the MC operation and it camadivanta-
geously applied in the sequence-based EC algorithm.

MD blOCl_( that prOVideS 4 independent flows for efreime « Determination ofF’ given the position of the ex-
by applying a polyphase down-sampler (x2) alongsrawd perimented losses in the frameg with O<j<F;
columns. Then each description is coded using cuiorel « Creation of the side-information for floa for the

hybrid encoder architecture. The whole coding peaean

be seen as the application of a predictive coddr dastinct

versions of the same video source. At the decader i a

error-free transmission case, the four video flanessmerged

to restore the _fuII res_olution images. If pgckeysloccurg, an 4. SIMULATION RESULTS

EC algorithm is applied. In the rest of this pawerconsider

the case of IF-MDVC, but similar results can beapi®td by In this section we present the simulation resultemwthe

considering any other MDC system. proposed sequence-based EC algorithm is applied16n a
MDVC system.

3.1 Side-Information creation from the correctly decoded ~ We code ‘Foreman’ sequence (QCIF, 7.5 fps) with IF-

descriptions MDVC (N=4 descriptions) with fixed quantizer at 20 (97.3
kbps) and a GOP length of 15. We transmit the caodeid-

Let F be the number of frames considered in the futace a ple description streams over an erasure channél waiti-

N=4 the number of flows. For the sake of simplicigt,us able packet loss rate (PLR) form 0% to 20%. Inedéht

consider first the case of single loss (on the fioat framek) ~ experiments we use different valuesFofor the sequence-

and only the usage of prediction-coded frames énsfie  based EC algorithm (from 1 to 10). We reda#l means

stream. In this simple loss scenario, the only fidfected by  using, in the EC algorithm, only the frame where eve

error propagation is the flod. The other three flows can be periment the loss and thus it is equivalent to dlassical

correctly decoded. What we propose is to obtainside- spatial EC.

information x°(k+ j) for the flowd at the framek+j (0 T0 show the effectiveness of the algorithm, Figdrere-

0<j<F) by spatial interpolating the three correctly ieed sents the average PSNR for ‘Foreman’ sequencefatettif

descriptions at the frametj. We highlight that this interpo- Etg—gf;drer;ggbt?)n:err?)fr-ffrlsgqsei?u;[isoendV\;Rericof?:s%ml[rén.
lation process is a mere spatial operation anditipreceeds 0 ' i

framesk+j with Osj<F’.
» Recovery of the lost samples by using, pixel byepix
the Equation (1), substitutirfg toF.
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window length of the EC algorithm does not affelse t
PSNR. On the contrary, it is evident the PSNR impgo
increasingF in error-prone situations (PLR=3-20%). The
gain is more evident at high PLR where it is abduiB
passing fronF=1 (classical spatial EC) #6=10. It is inter-
esting to note that the significant gain is donespasfrom
F=1 to use few frames in EC algorithii=2 or 3) and then
the performance tends to be stable udtxg. Intuitively,
one reason it that, even if we $§eto a high value, then the
effective number of frames used in the EC algoriteif’,
as defined in (7), that strongly depends on th&etaloss
rate. In fact, e.g., at PLR=20%, usifg5 or 10 produces a
very similar average values &f due to the presence of a
high loss rate that leads to similar PSNR for bbéhdases.
The goodness of the approach is confirmed by Fi§utet
reports the PSNR tracks in time at a PLR=5% fdiedsht

5. CONCLUSIONS

In the filed of peer-to-peer video streaming systersigh,
this paper presented a novel sequence-based eroverg
algorithm applied to a balanced MDC system. Thepsed
method performs the error-recovery by using therink-
tion coming from a certain number of frames in thieife to
minimize the effect of error propagation. The addil
delay introduced by the proposed approach is reden
compared to the buffering time required by a “tiadial’
P2P system model.

Simulation results proved the great improvement tha
proposed sequence-based error-recovery algorites gb
the system performance compared to common EC ap-
proaches.

values ofF. Simulations on other video sequences ConﬁthFERENCES

these results.
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