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ABSTRACT subsampling to the inference problem to time series is also

We investigate the problem of consistency of subsamplifgf€Sented in the paper [8].
procedure for nonstationary almost periodically corredet
(APC) processes. It is shown that an appropriately normal- 2. APC PROCESSES

ized estimator of covariance has a consistent subsamplinlg . .
version provided that some mild regularity conditions are f 0T the convenience of the reader we recall some basic facts

filled. The result allows to improve the tests related to APCTOM the theory of nonstationary, almost periodically eerr
models, and to get more exact confidence intervals for sudfted processes. .
models. At the end of the paper we discuss open questions The zero mean, real valued procgsgt);t € R} is al--
related to the optimal choice of the subsampling window Bnost periodically correlatedAPC) when its shifted covari-

and the speed of convergence of the procedure considered@nceB(t, T) = cov{X(t), X(t+ 1)} = E{X(t)X(t+ 1)} is uni-
formly almost periodic it with respect tar in R.

1. INTRODUCTION Then the shifted covariance kernel admits a Fourier-Bohr
decomposition:
The nonstationary and seasonal behavior is quite common for
many random phenomena observed in time. There are many B(t, T) ~ alA,1) dht.

applied problems ranging from climatology to financial data
and telecommunication that need nonstationary models in
continuous time with some cyclical or seasonal behaviar [7] : ; : .
Since early 1990 the seminal papers [5] and [6] have opene-l(—jhespeCtraI covariance @, 7) is defined by :

up a possibility of making a statistical inference for alinos 1 (T _

periodically correlated continuous-time stochastic peses. a(A,1) = lim 7/ B(s,T) e its(gg

The natural focus of the above mentioned research was to Toe b Jt

get a consistent and asymptotically normal estimator of the .

mean and the covariance function and also of spectral gensif Ne frequency set of the proceXs defined byA = {A :
functions. Itis now well known that the fundamental limgin @(A, 7) # 0 for somer }, is at most countable.

properties of estimators for APC continuous time models are Assume now that the sampl(t) ; t € [0,n]} of the APC
established. However, a major deficiency of limiting normalprocess was observed on the interi@h]. It is known (see
law is due to the fact that the variance of the limiting normal[6]) that the following estimator of the paramet&n , ) de-

AEN

law was simply intractable in practical applications. fined as

This paper opens up a new perspective on inference
for nonstationary continuous-time stochastic procestbs. Ba(A.T) = 1 /.n—\rl X(s+ T)x(s)e*i’\sds
general idea is to consider a subsampling technique as pre- ’ nJp

sented inthe _book [9]._ Subsampling can be proved to provide
the asymptotically valid quantiles for estimating paraengt for —n/2 < 1<n/2, anda,(A, 1) = 0 otherwise, is consis-
and tests in nonstationary models under very mild regylarit;o,t and asymptotically normal with the usuaT speed of

conditions. This property of subsampling is calleahsis- ; i i )
tency Once consistency is established, one can compute tlgé)tirzjvrf {g?&%ﬁe%r_oggg ?;%T‘E;ngg:g éz[tr:i?sq mixing) con

finite-sample confidence intervals and critical valuesdsts = =g finjsp this section by providing the definition af
H%St%ungs_alrpg'gg&'?ﬂg’gﬂgﬂf t%nr?ort]gtrire?g ?ﬁgﬂﬁ?mg'g{mxmg process, quite useful in subsequent considerations
asymptotic distributions for dependent data can lead te da

gerous mistakes. Even for simple models such as AR(1) timr?
series it was shown [4] that the convergence to the asymptotl ax
normal law of the estimate of the parameggris very slow

and hard to justify for the data of the length of 200 observa- ax(s) = sup|/Prob(AN B) — Prob(A)Prob(B)|

tions. Therefore, there is a strong motivation to have aetlos )

look at finite-sample distributions of the estimators. Tsas ~ Where the supremum is taken aver a0 and all the Ac
per provides the fundamental result on that and poses opefix (—;t) and B€ Fx(t +s,), and . (t1,t2) stands for
questions leading to further research. Similar idea ofgisinthe o-algebra generated bfX(t);t <t <to}.

efinition 1 ([3]) The stochastic process is calledmixing
(s) — 0for s— o, where

©2007 EURASIP 1854 EUSIPCO, Poznan 2007



15th European Signal Processing Conference (EUSIPCO 2007), Poznan, Poland, September 3-7, 2007, copyright by EURASIP

3. SUBSAMPLING FOR APC PROCESSES

4. SUBSAMPLING CONSISTENCY

The estimatorﬁn(A,r) is defined on the complete sample We assume the following conditions:
{X(t);t € [0,n]} coming from the APC process, and we A1 p/n — 0 while bothn,b — . The overlap parameter

denote
8= 3 {X(t);t € [0,n]} = &(A, 7).

We will now apply the construction of the subsampling in
troduced in [9]. To this end fik > 0, and forb > 0 andt > 0
defineYyt = {X(u); u€ Eppnt} whereEphy = {ueR:th<
u<th-+b}.

In the formula for the subsdy,,; one can observe that
the parameteh is the overlap factorwhent varies. We are
getting the minimal overlap wheh = b. Since we are in

the continuous time case, the maximal overlap is obtained

ash — 0. In the followingb = by goes to infinity withn,
0<b<n,anditis called thsubsampling size

Thesubsampling versio@,,; = &, (A, T) of the estimator
an(A, 1) generated by the da¥a; is defined as

- 1 b=l
Apt = =

au

for |1] < b/2 anday; = &y1(A, T) = 0 otherwise. From the

X(th+u+ 1)X(th+ u)e"*Ydu

property of the almost periodic functions we can easily se

that _
lim E{@} = a(A,7)éMth

forall A, t,t andh. Thus we need to modify the subsampling
versiond,; to get an asymptotically unbiased estimator of

a(A,1).

Definition 2 The modified subsampling versiap; of the
estimatora, (A, 1) is defined by

By = gmefi)\th

for |1 < b/2and@y; = ap (A, T) = O otherwise.
Notice that the spectral covarianeéA, 1) and the esti-

matorsa, anda,; are complex-valued, so we can see them
as two-dimensional valued : real part and imaginary part. 1

Furthermore in the following we consider the partial order i
C ~ R? defined by :x <y means thak; <y; andxs <y,
for x = x; +ix2 andy = y1 +1iy,. Then we can define the
empirical process of/b{@ — an}.

Definition 3 The empirical processly(X) induced by the

subsampling procedure and the samp}(t) : t € [0,n]} is
defined as

g-1
Lnp(X) = % R CECHELNEE Y
=

where = g = L“;hbj +1is the number of intervals g
contained inO, n].

Denote the distributiond, = ' {\/n{@,—a(A,7)}} and
Jor = -Z{Vb{@;—a(A,1)}} and the corresponding cumu-
lative distribution functions

In(x) =P{V/n{a,—a(A,1)} <x}

Jor(x) = P{Vb{@; —a(A,1)} <x}.

Denote byJ the limit distribution of the statisti/n{a, —
a(A, 1)}, that is,Jn(x) — J(x) at any point of continuity
of J. Itis known that] is two-dimensional normal, and it can
be degenerate [2].
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his either constant dn — o so thath/b — a for some
ac|0,1].

A2 supE {|X(t)[*°} < o for somed > 0, the fourth mo-

ment is almost periodic in the following sense : the func-
tion v — cov{X(u+Vv+ 1)X(u+Vv),X(v+T1)X(v)} is al-
most periodic for eacli. Moreover the mixing coeffi-
cient satisfiegy’ ax (t)%/ 40 dt < o.

A3 The set of frequencies corresponding to the covariance

representation has the following separability property

— <
AeN {0}/\2

Then we can state the subsampling consistency.
Theorem 1 Let X be APC and zero-mean. Assume that (A1),

(A2) and (A3) are fulfilled. Thenyly, (X) — J(X) in probabil-
ity at any point of continuity x of(X) for any sequencét, }

Shich converges to infinity as-f o.

Proof . We will first prove thatly,, (X) — J(x) and then we
will deduce that_, p(x) — J(X).
To show thatly, (X) — J(X), observe

\/n{ébn,tn()‘ ) T) - a(A ’ T)}
— Vbn{ 8oy 1, (A, T) — E{&p,1,(A, T)}}
+Vbn {E{&p,1,(A,T)} —a(A, 1)}

The first term can be represented in the form
\/Bn{ébn,tn (/\ ’ T) - E{ébn-,tn (/\ ) T)}}

thh-+bn
/ Z(s,7)S(AS)ds+ &n
thh

Vbn

where Z(s, T) = {X(s)X(s+ 1) — E{X(s)X(s+ 1)}} and
S(At) = (cogAt),—sin(At)). Using Cramer-Wold device,
the central limit theorem foor-mixing time series gives that
the first term converges in law to the limiting distributidn
The second term is asymptotically negligible.

Now we prove that,p(x) — J(x). Using ideas from
Politis et al. [9], it suffices to show that

On—1

un,b(x):ql > 1{VBlay —a 0} <1}

N {=

also tends tadJ(x). In order to study asymptotics &f, p(X)
one can consider the bias and the variandg,gf. It is easy
to show thaE{Up,} — J(x). The variance o), p(x) can be
represented as

1 %t
var{Un(X)} = @ Zb var{f(bn, j)}

n j=

2

4 cov{ f (bn, 1), f(bn, j2)}

R
N 0<j1<j2<0n—1
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where [8] L. Lenart, J. L&kow and R. Synowiecki, "Subampling
) . in estimation of autocovariance for PC time seriesih-
f(b, ) = 1{/bn{&p,; —a(A, 1)} < x}. mitted 20086.
It is obvious that the first term afar{Un(x)} tends to 0. The [9] D. Politis, J. Romano and M. Wolf,Subsampling
asymptotic negligibility of the second term follows frometh Springer Series in Statistics. New-York: Springer, 1999.

o-mixing assumption and the rate of convergenceypfo 0.

5. CONCLUSION

5.1 Confidence intervals

The consistency of subsampling procedure allows us to con-
struct confidence intervals from finite samples of APC con-
tinuous time models. Consider for example the question
of finding a confidence interval for the spectral covariance
a(A,1). The asymptotic confidence interval will use the lim-
iting law of \/T{ar(A,7) —a(A,1)} for that purpose. In
that case one will encounter a fundamental difficulty with th
asymptotic variance which is not easily tractable (see ] a
[6]). Due to our result, we can calculate the quantilgs(a )

of L p to get the confidence interval faA, 7). Given the
equivalence between confidence intervals and tests, we are
able to test hypotheses of the typg Ha(A, 1) = 0 against

Hi : a(A,1) # 0, to assess the significance of the spectral
covariance.

5.2 Open problem

One of the open problems of the introduced subsampling pro-
cedure is the optimal choice of the block stzéor a given
sample sizen. The papers of Politis et al. [9, 1] indicate
an appropriate direction for some special cases. One may,
for example, try to establish the Edgeworth expansion for
the subsampling estimator and then try to obtain the optimal
choice ofb. The other way to proceed is to consider a cal-
ibration method presented in [9]. So far there is no known
result for APC models. Finding ways of establishing an op-
timal choice forb is a topic of an ongoing research of the
authors.
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