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ABSTRACT
This paper reports some experiments concerned with foot-

steps as a biometric. We present a comparison between
different feature extraction techniques as well as classifica-
tion methods, obtaining the best results with holistic fea-
ture extraction and a support vector machine (SVM) classi-
fier. Results are reported in terms of detection error trade-off
(DET) curves, showing minimum equal error rates of around
10%. Previous experimental work has limitation in sizes of
databases; here we have over 3000 examples across 41 per-
sons and are therefore able to design independent develop-
ment and evaluation datasets. Once finished and validated,
this database will be made freely available to the research
community.

1.. INTRODUCTION

Footstep recognition is a biometric that has been studied dur-
ing the last 10 years but only by a relatively small number
of researchers. As we review in Section 2, different tech-
niques have been developed using different sensors, features
and classifiers; however results are related to small databases
in number of persons and footsteps and this is a limitation of
the work to date.

In this paper we present results with a larger database and
therefore we are able to present more statistically meaning-
ful results and potentially more reliable predictions of per-
formance. Footstep signals have been collected from two
piezo electric sensors embedded into the underside of a rub-
ber floor tile using a semi-automatic capture system. Details
of the signal acquisition system are to be made available at
[1]. This process is continuing and the results presented here
relate to 3174 footsteps collected from 41 different persons.
Once finished and validated this database will be made freely
available to the research community in our web site [1]. This
work serves to corroborate related work in the literature but
in a more formal way. We have divided the data into in-
dependent development and evaluation datasets and adopted
a standard verification assessment strategy. The current fo-
cus of our research is on feature extraction, where geomet-
ric and holistic approaches have been studied. Also, various
classifiers are considered showing the benefit of statistical
discriminative based classifiers in the form of a support vec-
tor machine (SVM) obtaining an equal error rate (EER) of
9.5% for development set and 11.5% for evaluation set for
the holistic feature approach. In addition to this, we consider
the different number of footsteps per person as a function of
classification performance.

The remainder of the paper is organised as follows. Sec-
tion 2 reviews related work in the literature. Feature extrac-

tion is covered in Section 3, experimental work and results
are presented in Section 4 and finally our conclusions in Sec-
tion 5.

2.. REVIEW OF FOOTSTEPS AS A BIOMETRIC

When compared with other biometric modalities, footstep
recognition is a relatively new biometric certainly judged in
terms of published work. Table 1 summarises the material in
the open literature.

As can be observed in the third column of Table 1, differ-
ent sensor technologies have been used including load cells
[2, 3, 8], switch sensors [5, 7], piezo force sensors [4] and
electro mechanical film (EMFi) [6]. From Table 1 it is seen
that the database sizes are relatively small, certainly in re-
lation to other biometric evaluations where the persons are
normally counted in hundreds or thousands and the number
of tests perhaps in many thousands. A maximum number of
16 persons and 500 footsteps examples were gathered in all
cases except in [3] which reports ID results on 1680 foot-
steps, but with only 15 persons. In all related work refer-
enced in Table 1, databases were divided into training and
testing sets, but none of them used development and eval-
uation sets, except [6] in which 5-fold cross-validation was
used, but then with only a very small number of samples per
subset.

As Table 1 indicates, different features are proposed, in-
cluding subsamples from the ground reaction force (GRF)
profile in [2], geometric features from the GRF in [3, 6, 8],
the power spectral density in [4], position of several footsteps
in [5], and stride length, stride cadence and heel-to-toe ratio
in [7].

With respect to classifiers the majority used a simple near-
est neighbour (NN) based Euclidean distance [3, 4, 6, 7, 8],
perhaps because of the limited data sets which make statisti-
cal modeling difficult. However [2] uses an HMM classifier,
[5] a multilayer-perceptron neural network and [6] learning
vector quantization, even though such approaches normally
demand large quantities of training data to see the true poten-
tial.

Identification, rather than verification, was the task con-
sidered in all but one of the cases, the exception being [4].
Identification has the benefit of utilizing the available data to
a maximum but suffers from scalability in terms of the num-
ber of classes in the set.

3.. FEATURES

Features play an important role in all biometrics and feature
extraction is one of the key factors of our current work. Two
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Group / Year Database (total
steps / persons)

Technology Features Classifier Results

The ORL Active Floor
/ 1997 [2]

300 steps, 15
persons

Load cells Subsampled GRF HMM ID rate: 91%

The Smart Floor
(USA) / 2000 [3]

1680 steps / 15
persons

Load cells Geometric feat. from
GRF

NN ID rate: 93%

ETH Zurich / 2002 [4] 480 steps / 16
persons

Piezo force
sensors

Power Spectral Den-
sity

Euclidean dis-
tance

Verif. EER:
9.4%

Ubifloor (Korea) /
2003 [5]

500 steps / 10
persons

Switch sen-
sors

Position of several
steps

Multilayer-
perceptron neural
network

ID rate: 92%

EMFi Floor (Finland) /
2004 [6]

440 steps / 11
persons

Electro Me-
chanical
Film

Geometric feat. from
GRF

Learning vector
quantization

ID rate: 70%

Southampton Univer-
sity (UK) / 2005 [7]

180 steps / 12
persons

Resistive
(switch)
sensors

Stride length, stride
cadence and heel-to-
toe ratio

Euclidean dis-
tance

ID rate: 80%

Southampton Univer-
sity (UK) / 2006 [8]

400 steps / 11
persons

Load cells Geometric feat. from
GRF

NN ID rate: 94%

Table 1. A Comparison of different approaches to footstep recognition 1997 - 2006.

generic approaches have been considered, namely: geomet-
ric and holistic. The sampling frequency is 1024Hz and the
maximum duration of a footstep equates to 1400 samples
(1.37 seconds).

3.1. Geometric Approach

The majority of related work in the literature consider the
GRF [2, 3, 4, 6, 8] as features. This is “the reaction produced
by a measuring device to the weight and inertial forces of a
body in contact with the device” [2].

The signals that our system produces relate to the instan-
taneous pressure for each sensor along the footstep. Figure
1 shows a typical footstep waveform. The relevant points,
shown by numbers in Figure 1, were chosen as an indication
of the signal’s behaviour along time, similar to the work of
[2, 3, 8]. These points are the relative and absolute maxima
and minima present in the two sensors indicated above. Point
1 corresponds to the effect of heel pressure on the first sen-
sor, the dashed profile in Figure 1. Points 2 to 5 correspond
to the second sensor, the solid profile in Figure 1, and show
the effect of the toe. Point 2 shows the initial pressure of the
toe, point 5 shows the effect of the pushing off of the toe and
points 3 and 4 mark the transition between points 2 and 5.
The time and magnitude of these 5 points result in the first
10 features. Then, the inter-difference between each pair of
points results in another 20 features (10 magnitude features
and 10 time features). Finally, 6 additional features, the area,
mean and standard deviation of both sensors, are concate-
nated to obtain a feature vector with a total of 36 geometric
features for each footstep signal. These features were nor-
malised with respect to the absolute maxima of the profile.

3.2. Holistic Approach

Holistic features have gained popularity in the field of face
and handwritten word recognition with good results reported
in [9, 10, 11, 12].

Holistic features are comprised of the first 1400 samples
of the Heel and Toe sensor (as the example of Figure 2 (a)

Figure 1. Instant pressure against time. Relevant points
for geometric feature extraction are indicated.

and (b)), and also the first 1400 samples of the GRF (as in
Figure 2(c)), calculated as the integration over time for these
two sensors. In total 4200 holistic features have been ob-
tained after normalization of each sensor and the GRF by its
maxima. We refer to this configuration as holistic in terms
of time domain as we introduce in the feature vector all the
possible information available from a footstep.

Due to the high dimensionality of this holistic feature vec-
tor, principal component analysis (PCA) [13] was used to
distil the information content. Thus, after PCA, a set of prin-
cipal components is obtained, where each of them is a linear
combination of the original feature set. Figure 3 shows how
using the first 80 principal component, more than 96% of the
original information is retained whilst achieving an 98% re-
duction in dimensionality.

4.. EXPERIMENTAL WORK

Two sets of experiments are presented here. The first set
compares the geometric and holistic feature extraction ap-
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Figure 2. Holistic features used. (a) Heel sensor fea-
tures. (b) Toe sensor features. (c) GRF features.

Figure 3. Percentage of information from original data
against number of principal components.

proaches with K-NN and SVM classifiers. The second ex-
periment aims to determine the number of footsteps needed
per model. Results are presented with detection error trade-
off (DET) curves [14, 15] as is popular in other biometric
verification tasks.

4.1 The footstep database

The current footstep database is comprised of 3174 footsteps
collected from 41 persons. Two subsets have been identified:
a client set of 17 persons with an average of 170 footsteps
per person (2884 total footsteps) and an impostor set of 24
persons with an average of 15 footsteps per person (290 to-
tal footsteps). Each person in the client set provides foot-
steps with at least two different shoes and the database is
divided arbitrarily into independent development and evalu-
ation datasets, each comprised of their own training and test-
ing subsets.

Table 2 illustrates the distribution of the footstep data into
the different datasets. It is worth noting that there is no data
overlap between the Development Set and the two Evaluation
Sets. The Development Set is comprised of footsteps from
clients P1 to P8, each contributing 40 footsteps for training
and another 40 footsteps for testing. Evaluation Set 1 is a
balanced set comprised of footsteps from clients P1 to P17
where, for each client, there are 40 footsteps for training and

Devel Eval 1 Eval 2
Train / Test Train / Test Train / Test

Clients P1-P8 / P1-P8 P1-P17 / P1-P17 P1-P17 / P1-P17

Footsteps/Client 40 / 40 40 / 40 45 / 87

Impostors P18-P41 / - P18-P41 / - P18-P41 / -

Impostor Footsteps 290 / - 290 / - 290 / -

Subset Data 610 / 320 970 / 680 1055 / 1479

Total Set Data 930 1650 2534

Table 2. Distribution of footsteps in the datasets

another 40 for testing. Evaluation Set 2 uses all the footsteps
available in the database that are not contained within the De-
velopment Set, and it is therefore an unbalanced set in terms
of the number of footsteps per person. It is comprised of foot-
steps from client P1 to P17 with 45 footsteps per client for
training, and an average of 87 footsteps per client for testing,
the range being 40 to 170 footsteps per client. Thus Evalua-
tion Set 1 is a subset of Evaluation Set 2.

As a part of the recognition system, the impostor footsteps
are the same for all three datasets and come from persons P18
to P41 with a total number of 290 footsteps.

4.2. Features and Classifiers comparison
Both geometric and holistic features were assessed with
K-nearest neighbour (K-NN) and support vector machine
(SVM) classifiers. K-NN [16] is a simple method based on
the Euclidean distance between the testing features and the
K nearest training features. K was empirically optimised on
the Development Set to K=20. The SVM [17, 18] is a statis-
tical discriminative based classifier that finds an optimal hy-
perplane which maximizes the margin between in-class and
out-of-class data. Results shown were obtained using a radial
basis function (RBF) as a kernel.

Figure 4 illustrates DET curve results for the Develop-
ment Set using both geometric and holistic features with
K-NN and SVM classifiers. The first observation is that,
as might be expected, better results are obtained using the
SVM classifier than with the K-NN classifier. An interest-
ing result is the superior performance of the holistic features.
The best result is achieved when holistic features are ap-
plied to the SVM classifier where an equal error rate (EER)
of 9.5% is observed. This contrasts with an EER of 17.5%
when the geometric features are applied to the same classi-
fier. This equates to a relative improvement of 46% in terms
of EER with the holistic features. The same trend is observed
with the K-NN classifier though the relative improvement is
smaller (24% ERR with holistic features c.f. 28.5% with ge-
ometric features, relative improvement of 16%). In conclu-
sion the SVM outperforms the K-NN, and holistic features
outperform geometric features.

To assess the portability of the recognition system to new,
unseen data it was then applied to Evaluation Set 1 without
modification. The results are illustrated in Figure 5. Evalua-
tion Set 1 has the same distribution as the Development Set,
that is, there are 40 footsteps per client for training and an-
other 40 for testing. The total number of footsteps is 1650.
In all cases like-for-like results are marginally worse for the
Evaluation Set 1 than for the Development Set however, re-
assuringly, the same trends are observed. The best result is
again achieved using holistic features with an SVM classi-
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Figure 4. DET curves for Development Set with
combination of K-NN/SVM classifiers and holis-
tic/geometric features

fier (EERs of 12.5% for Evaluation Set 1 c.f. 9.5% for the
Development Set).

Figure 5. DET curves for Evaluation Set 1 with
combination of K-NN/SVM classifiers and holis-
tic/geometric features

Evaluation Set 2 is unbalanced and uses all the available
data (2534 footsteps). As illustrated in Table 3 results are
very similar to those obtained with Evaluation Set 1. Once
again the same trends were observed and results correlate
well with the results of Evaluation Set 1 (EERs of 9.5% for
Dev. 12.5% for Eval. 1 and 11.5% for Eval. 2). The slight
increase in performance in the case of holistic features with
an SVM classifier can be attributed to the larger number of
footsteps that are used to train each model. This raises an in-
teresting question regarding the number of footsteps that are
required to reliably train a model.

Devel Eval 1 Eval 2
Geometric - NN 28.5% 38.5% 38%
Holistic - NN 24% 28% 28%
Geometric - SVM 17.5% 23.5% 23.5%
Holistic - SVM 9.5% 12.5% 11.5%

Table 3. EER result of the experiments with the datasets

4.3. Data quantity for training models

A second experiment was carried out in order to measure
the variation in performance against the number of footsteps
per model. In general better recognition accuracy can be
achieved with more data. However, the amount of data that
can be used for training is limited by the number of foot-
steps that can be collected in practical enrolment. For this
experiment, the whole database (3174 footsteps in total) was
divided into training and testing sets. the size of the training
set was varied from 1 to 63 footsteps per model (also for per-
sons P1 to P17), adding one footstep per model for each iter-
ation of the experiment whilst the testing set was comprised
of 40 footsteps per client (P1 to P17). Both geometric and
holistic features were assessed using an SVM classifier with
an RBF kernel function and is exactly the same classifier as
used for the experiments reported in section 4.2. Results are
illustrated in Figure 6 and show that in both cases the EER
(vertical axis) falls gradually as the number of footsteps per
model (horizontal axis) increases. In all cases holistic fea-
tures outperform the geometric features, the best results in
each case being 10.5% and 21.5% for holistic and geometric
features respectively. Recognition performance does not sig-
nificantly increase beyond 40 footsteps per model and there
is less than 2% improvement in EER when using 63 footsteps
per model than when 40 are used.

Figure 6. EER against number of footsteps per model
present in training data. Testing data is comprised of
40 footsteps per each client.

5.. CONCLUSIONS

A semi-automatic system for capturing footsteps has led to
a database comprised of more than 3000 footsteps, and an
objective of this project is to release this database to the re-
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search community, making it publicly available in the near
future.

We have described in this paper the first experiments and
results carried out on our system in the context of footsteps
as a biometric. We have combined techniques used in other
biometrics and have devised tests that give some confidence
in performance assessment. Interestingly, verification error
rates as low as 10% are predicted from our experiments and
these results would seem to agree with previously reported
work.

We also show that performance improves steadily when
more footsteps are used in training, with only small improve-
ments after about 40 examples per person.

Whilst the results are still limited compared to other bio-
metric assessments they are based on more than 3000 foot-
steps from 41 persons overall and this is significantly beyond
other results reported to date.
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