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ABSTRACT
One of the latest innovations in the world of multimedia

technologies is the application of Distributed Source Coding
(DSC) theory to the robust transmission of video sequences.
However, these DSC-based video encoders are usually char-
acterized by a lower compression gain with respect to their
hybrid counterparts. In this work, we investigate achieving
H.264-like high compression efficiency with a DSC-based
approach without constraints on encoding complexity. In
this way, highly non-stationary video data are modelled
through coarse low-cost Motion Estimation, and this allows
us to obtain a good compression efficiency together with a
certain robustness to channel errors and losses. Experimen-
tal results show that in presence of losses the presented al-
gorithm permits a better quality with respect to H.264/AVC.

1. INTRODUCTION

During the last years the aim of providing video and au-
dio applications almost anywhere and anytime has lead to
the widespread of multimedia services over heterogeneous
networks. In these scenarios mobile communications have
played a significant role since they allow end users to inter-
act with great flexibility, but at the same time, they introduce
the need of dealing with a higher percentage of losses and
errors with respect to the traditional wired communications.
As a consequence, the capability of providing reliable video
communication in a heterogeneous scenario is the most rele-
vant issue in the widespread and the diffusion of multimedia
mobile services.

Unfortunately, current video codecs fail to satisfy this re-
quirement because most of them are based on temporal pre-
diction. Despite temporal DPCM makes possible to obtain
high coding gains, it results to be inefficient whenever some
of the information is lost. In this case, the state of the en-
coder can not be recovered until it is refreshed (i.e. the en-
coder codes a frame without any temporal prediction, called
Intra frame). The presence of frequent Intra refresh leads to a
waste of the available bandwidth since the compression gain
of Intra coding is much lower than that of temporal DPCM.

During the last years, novel coding solutions that cope
efficiently with these problems have been found, and the re-
cent literature reports a wide number of different proposal
that try to cope with the problems of transmitting a video se-
quence across a network affected by losses. Among these, a
whole class of new coding paradigms based on Distributed
Source Coding (DSC) theory were presented [1–3]. All these
works utilize capacity-achieving channel codes to approach
the Wyner-Ziv bound. This solutions require both a high
decoding complexity and a long block length which can be
applied to a very large area of the video frame1. This contra-

1Typically bit plane encoding is over an entire frame.

dicts with the highly non-stationary nature of video data. In
2002, an approach known as PRISM (Power-efficient, Ro-
bust, hIgh-compression, Syndrome-based Multimedia cod-
ing) was proposed by Puri and Ramchandran for multime-
dia transmissions on wireless networks using syndromes [4].
The major goal of this solution is to join the traditional in-
traframe coding error robustness with the traditional inter-
frame compression efficiency. After a series of improve-
ments the original PRISM architecture has evolved until pro-
viding a coding performance which is comparable with that
of H.263 [5]. The obtained compression efficiency, together
with the low-complexity and the FEC nature which charac-
terize this coding scheme, make the PRISM architecture an
interesting field for investigation. In this work, a DSC-based
coder that utilizes the coding units of H.264/AVC is pre-
sented. Its structure has been derived from that of PRISM
despite the characteristics of H.264/AVC coder require sig-
nificant modifications in the design of the entropy coder and
in the characterization of reference blocks. In fact, the adop-
tion of a 4×4 DCT transform modifies the characteristics of
the coded signal in the transform domain. According to [6], a
quad-tree based solution proves to be more suitable for cod-
ing the signal with respect to the more traditional run-length
coding in a loss-free transmission. The current paper inves-
tigates how the solution proposed in [6] can be adapted to a
transmission environment affected by errors.

Section 2 gives an overall description of the imple-
mented DSC coder, while Section 3 characterizes the imple-
mented decoder and the detection of false positive. Section4
presents some experimental results for different transmission
environments. Conclusions are shown in Section 5.

2. STRUCTURE OF THE PRESENTED DSC CODER

The proposed DSC coder relies on the basic structure of
the H.264/AVC coder despite some of its building blocks
were appropriately modified since the processed signal is
not the difference between the current block and the motion-
compensated prediction, but the least significant information
in the original (quantized) block. Figure 1 depicts the block
diagram of the proposed system.

In a hybrid coder, motion estimation identifies the best
motion-compensated predictor according to a given distor-
tion metric. Both the location of the predictor and the result-
ing DFD are transmitted to the decoder. The decoder then
reconstructs the coded block generating the corresponding
prediction through motion compensation and adding the de-
coded DFD.

In the DSC scheme, the encoder sends the indicator
of side-information, which is a Cyclic Redundancy Check
(CRC) equivalent to Motion Vectors (MVs), and the entropy-
coded syndromes (generated according to the correlation).
The coding units that significantly differ from the original
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Figure 1: Encoder and decoder block diagrams. The key differences between the proposed DSC-based encoder and a
H.264/AVC encoder are the syndrome generator and re-designed entropy coder.

H.264/AVC encoder are: (1) a CRC computation unit, (2)
a syndrome generator, and (3) a modified entropy coder to
better suit the probability distribution of syndrome values.
This is to replace the H.264/AVC entropy coders, Context-
Adaptive Variable-Length Coder (CAVLC) and Context-
Adaptive Binary Arithmetic Coder (CABAC) as they were
designed according to the statistics of the quantized trans-
formed DFD.

We now describe these three coding units in more detail.

2.1 Syndrome generation

Given the original 4×4 blockx and its motion-compensated
predictionxp, the H.264/AVC coder generates the residual
DFD r = x−xp, and transforms it into coefficients through a
multiplication-free separable integer transform [7]. In the
DSC approach, the original non-predicted block is trans-
formed into coefficientsX, which are quantized later into
the levelsXq according to the rule

Xq(i, j) = sign(X(i, j))

⌊

|X(i, j)|+O(i, j,QP,mb type)
∆(i, j,QP,mb type)

⌋

(1)
where the quantization step∆(i, j,QP,mb type) and the off-
set O(i, j,QP,mb type) depend on the coefficient position
(i, j) in the block2, the Quantization Parameter QP, and the
macroblock coding typemb type. For the sake of simplicity,
in the following paragraphs we will omit the indicesi, j,QP,
andmb type.

For each quantized coefficient, the DSC coder has to
compute how many most significant bits (MSBs) are cor-
related with the previous blocks and how many least signif-
icant bits (LSBs) are not. The correlated MSBs of each co-
efficients are aligned into a binary array and a CRC value is
computed on them (see Fig. 2). This provides to the decoder
a sort of“signature” or “hash” of the current block, which
allows the decoder to identify a correct predictor among the
blocks of the previous frames that have been correctly recon-
structed. The LSBs are coded into“syndromes” Z, i.e. into
pieces of information that allow the computation of those
predictor blocks that are to be checked using the CRC. More
specifically, given a certain quantizer characteristic (identi-
fied by the latticeΛ), each syndrome and its number of bits
identifies a sub-quantizer or coset (denoted by the sub-lattice
ΛZ) according to the scheme reported in Fig. 3. The number

2The adopted transform matrix is orthogonal but it is not orthonormal,
and therefore, a rescaling is needed to compensate the amplification intro-
duced at each frequency [7]. However, in our approach we keptthe standard
quantization matrix specified within the JM reference software.

1
0
1
0

0
1

1
1

1

0
1

0
1

0
1

1
1

1 1

1
0
0
1

0
1
1

0
1

1
1

1

coefficient array

CRC bits Syndrome bits

Figure 2: CRC and syndrome bits.

of bits n used for the syndromeZ identifies the quantization
step 2n∆ of the corresponding sub-quantizer, while the value
Z of the syndrome identifies its offset (see Fig. 3 and [4,8]).
The verification of the CRC allows the reconstruction of the
coded block. In the proposed scheme, a syndrome
has to be generated for each quantized transform coefficient
based on the estimated correlation between the coefficient
and its predictor. Previous works [4] adopted a classification
rule based on the minimum square error (MSE) between the
current block and the corresponding block in the previous
frames at the same location. This classification rule proves
to be more or less efficient according to the correlation exist-
ing between the MSE computed with no Motion Estimation
(ME) and the MSE found after ME. In our case, the irreg-
ular and ever-changing statistics of transform coefficients in
a 4× 4 block makes this parameter ineffective for the pur-
poses of classification. Moreover, since all the hybrid video
coders which have been designed so far rely on an effective
ME performed at the encoder, many DSP board are enabled
with a powerful hardware accelerators that allow estimating
a predictor block using a limited power supply. Therefore, in
the presented coding scheme it is possible to take advantage
of full-pel ME at the encoder in order to identify a predic-
tor blockxp that allows the estimate of the correlation statis-
tics. The predictionxp is transformed into the coefficientsXp
which are used to compute the numbern of least significant
bits for a quantized coefficientXq through the equation3

n =















2+

⌊

log2

(

∣

∣(Xq ·∆)−Xp
∣

∣

∆

)⌋

if d > ∆

0 otherwise,

(2)

whered = min
{∣

∣(Xq∆)−Xp
∣

∣ ,
∣

∣X−Xp
∣

∣

}

, ∆ is the quantiza-

3In our implementation,M = 214/∆ is added to each coefficient value to
make it positive. The 214 factor depends on the amplification of the 4×4
transform (6 bits) on the input signal (8 bits). For further details, see [7].
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Figure 3: Partitioning of the integer lattice into 4 cosets or sub-quantizer according to the syndromeZ. The parameter∆
identifies the quantization step,X is the source,Xq is the quantized codeword andXp is the side-information (omitting the
spatial coordinates(i, j)). The number of levels in the partition tree depends on the correlation betweenXq∆ andXp givenX.

tion step for that coefficient, andXp is the corresponding un-
quantized transform coefficient of the predictor block. Given
the value ofn, the syndromeZ of Xq is

Z = Xq & (2n−1) (3)

where & denotes a bitwise AND operation. Note that when
adopting a classification for the correlation structure, the
number of the needed least significant bits is assumed known
at both the encoder and the decoder according to the corre-
lation class. In our approach, this information is transmitted
together with the syndrome value mapping the combination
of the length of the syndromen and the syndromeZ itself to
a unique symbolS= 2n +Z.

Given a symbol S and the corresponding side-
informationXp from motion compensation, the decoder can
reconstruct the original quantized valueXq by selecting the
point (codeword) in the sub-latticeΛZ that is the closest to
the side-informationXp. Since these symbols are not equally
likely, they should be entropy coded to achieve high com-
pression efficiency. Here we present a quad-tree based arith-
metic coder tailored to the distribution of these symbols.

2.2 Entropy coding of syndromes

Previous works have shown that the probability distribution
function (pdf) of coded syndromes differs from the pdf of
quantized transform coefficients. The statistics of syndrome
S leads to an entropy value greater than that of the corre-
sponding quantized transform coefficients for DFD signals.
Therefore, a competitive compression performance is only
possible by exploiting the correlation existing between the
values of syndromes lying at adjacent frequencies. In [6]
it was possible to obtain a good coding gain replacing the
traditional run-length coding with a hierarchical quad-tree
algorithm. Experimental results showed that the final per-
formance of the DSC coder is comparable with that of the
H.264/AVC coder. In our extension of the coder in [6], we
have kept the same quad-tree structure but we modified the
binarization strategy for syndromesSgreater than 7 (n > 2).
In the original approach, the same number of bitsn is used
for all the syndromes within a 2×2 sub-block. In this work,
the number of bits for each syndrome can vary, a we adopted
a VLC table to map each valueS into a binary string.

2.3 CRC computation

As it was described before, the CRC value for a given block
constitutes a sort of “signature” that allows the identification
of a good predictor for the current block independently from

which frames have correctly arrived. Therefore, its compu-
tation plays an essential role in the decoding process.

Unfortunately, the coding of CRC values in the trans-
mitted bit stream is extremely expensive in terms of bit rate
since CRC values can not be entropy coded easily and it is
necessary to specify a sufficient number of CRC bits in or-
der to avoid“false CRC positive”blocks. In our approach,
we adopted a 16-bits CRC in order to reduce the percentage
of false positive blocks that can be found in the search win-
dow. Therefore, the significant overhead that is related to
this choice must be reduced specifying only one CRC value
for each 16×16 block.

3. STRUCTURE OF THE DSC DECODER

One of the main differences that characterize the presented
DSC architecture from the traditional H.264/AVC scheme is
the inclusion of a ME unit at the decoder. As Figure 1(b)
shows, the Motion Estimation block is used to generate a
16×16 prediction for the block that is decoded. Each 4×4
sub-block of the prediction is transformed and quantized ac-
cording to the transmitted syndrome value. More precisely,
given the symbolS= 2n + Z the decoder generates the re-
construction levelsR= (i + Z) ∆′, with i = . . . ,−1,0,1, . . .
and∆′ = 2n ∆. Each 4×4 block is then quantized and a cor-
responding CRC value is computed on the most significant
bits of each quantized coefficients. In case the resulting CRC
value matches the one signalled in the bit stream, the re-
constructed block is dequantized and inversely-transformed.
However, the CRC checking can give a positive result even
if the current reconstructed block is significantly different
from the one reconstructed at the decoder (false positive).In
this case, a false-detection unit is necessary in order to dis-
card false positive blocks according to the characteristics of
typical video signals. In the following section, some of the
techniques that were adopted for the detection of false posi-
tive blocks are described.

3.1 Detection of false positive blocks

In the proposed scheme, blocks that result extremely differ-
ent can present the same CRC value after being quantized
according to a given set of syndromes. Therefore, a discrim-
inating algorithm must detect which blocks are to be dis-
carded and which can be kept. In our approach we consid-
ered three different solutions that are presented in the fol-
lowing paragraphs.
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(a) Simple distortion (PSNR = 30.23 dB) (b) Syndrome bits (PSNR = 36.73 dB) (c) Border distortion (PSNR = 34.08 dB)

Figure 4: Result of false positive detection for frame 1 of sequenceforeman.

3.1.1 Discrimination based on simple distortion

After reconstruction, the decoder computed the distortion
between the decoded block and its predictor. The final pre-
dictor will be that block that matches the CRC and mini-
mizes the distortion.

3.1.2 Discrimination based on estimating the correlation
structure from syndromes

The decoder computes again the number of bits that must be
used to code each syndrome valueS. All the blocks that do
not match the CRC and the valuen specified in the transmit-
ted bit stream are discarded. Among the conforming blocks
the decoder chooses the predictor that minimizes the distor-
tion.

3.1.3 Discrimination based on computing the distortion
along borders

The decoder computes the difference between the pixels
of the reconstructed block and those of the neighboring
previously-decoded blocks along the borders and chooses
the predictor that minimizes the distortion.

Figure 4 reports frame 1 from the sequenceforeman
decoded using different false-positive detection algorithms.
It is possible to notice that the approach based on minimiz-
ing the distortion between the reconstructed block and its
predictor fails for one of the macroblocks in the first row
(Fig. 4(a)). The reported PSNR values indicates that the
most effective approach is the one that weighs the distortion
considering the correlation between the reconstructed block
and its prediction (Fig. 4(b)).

4. EXPERIMENTAL RESULTS

At first the performance of the proposed coding scheme
was tested in a loss-free transmission environment. Both
coders were implemented in the JM10.1 forcing the adop-
tion of 4× 4 transform only. The adopted entropy coder
is the CABAC algorithm and a random Intra refresh of 11
macroblocks per frame is adopted in order to stop the er-
ror propagation in case some information is lost. Note that
the Lagrangian optimization and the coefficient cancella-
tion was disabled in order to allow a fair comparison be-
tween the two coders since similar algorithms should be de-
signed and optimized for the PRISM coder too. Moreover

we also assume that false-detection algorithm does not de-
crease the quality of the reconstructed sequence. Experi-
mental results showed that the rate increment produced by
the DSC coder depends on the adoption of CRC values in
place of motion vectors. In fact, the resulting bit rate for
DSC coded sequences is comparable with that obtained us-
ing H.264/AVC in case Motion Vectors (MVs) information
is included (see Figure 5). Replacing MVs with CRC values
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Figure 5: PSNR vs. rate for the sequenceforeman using
MVs instead of CRC values.

leads to a significant increment in the overall bit rate (see
Figure 6). However, the adoption of CRC proves to be ef-
fective whenever testing these two coding schemes in a loss-
prone environment. Figures 7 and 8 report the coding results
for different sequences at different quality and loss probabil-
ity 6%. It is possible to notice that even for significant loss
probability the sequence reconstructed by the DSC coder is
not affected by the quality degradation experienced by the
H.264/AVC decoder. In fact, even if error concealment algo-
rithms proved to be effective in estimating the lost informa-
tion, a loss of 4 dB in PSNR can be noticed from Figure 7
at 630 kbit/s. Note also that the mismatch between the per-
formance of DSC coder and that of H.264/AVC is significant
for sequences that present rapid motion since the traditional
concealment techniques fail in estimating the lost signal.
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Figure 6: PSNR vs. rate for the sequenceforeman using
CRC over a channel with no losses.
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Figure 7: PSNR vs. rate for the sequenceforeman using
CRC over a channel with loss probability 6%.

5. CONCLUSIONS

The paper has presented an effective implementation of a
DSC coder using the building blocks of the H.264/AVC
coder. The proposed solution reuses the ME unit to classify
each transform block and generates blocks of syndromes ac-
cording to the chosen quantization step. Each syndrome is
efficiently coded mapping subblocks of values into variable
length strings through a hierarchical quad-tree strategy that
has already proved to be significantly effective in previous
works. In addition the DSC coder computes a CRC value on
the most significant bits of quantized transform coefficients
in order to characterize the coded block with a sort of “signa-
ture” or “hash”. At the receiver, the DSC decoder takes into
consideration different predictor blocks and discards some
of them checking their CRC and minimizing the distortion
introduced in the reconstructed sequence. Experimental re-
sults showed that the approach allows a robust transmission
of video signals even if the channel is significantly affected
by losses.
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