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ABSTRACT speech processing FCC’s or MFCC's characterise the reso-

Cepstrum-based features have proved useful in audio a
speech characterisation. In this paper a feature vector o

cepstral polynomial regression is introduced for the detec ¢ le). Seting the di onality of the feat
tion and classification of impulse responses. A recursive all0" €xample). Seting the dimensionality of the feature spac
to 12 components requires a sufficiently large sample size

gorithm is proposed to compute the feature vector. This ref : M in th bl t classifvi
cursive formulation is appealing when used in a sequentia#earmng set. Moreover in the problem of classifying wave-
orms extracted from a single audio stream, the character-

learning framework. The discriminative power of these fea:-_ . f the ch | which models th X
tures to detect and isolate racket hits from the audio streanfftion of the channel which models the same propagating
edium and recording device is not relevant. Thus again,

of a tennis video clip is discussed and compared with stan- =~ ; -
dard cepstrum-based features. Finally, a new formulatibn of CC'S and MFCC's are not efficient features for such a clas-

the Average Normalised Modified Retrieval Rank (ANMRR§TIcation problem.
is proposed that exhibits relevant statistical properftersas- n this paper we introduce a new set of cepstral featuresibase

sessing the performance of a retrieval svstem. ona polynomial r_e_gression of the cepstrum called (_Zepstral
9 P y Regression Coefficients (CRC). We propose a recursive com-

putation of the CRC’s which potentially enables the con-
1. INTRODUCTION venient updating of the dimensionality of the feature space

In digital video analysis it is now recognised that audioscue When the sample size of the training set increases. We fo-
extracted from a video clip, along with the visual cues carfus on the cepstral characterisation of an impulse response
provide relevant information for the semantic understagdi with low dimensional extracted features since the impulse
of the video content [14]. The audio-visual cooperation is’€sponse waveform only encodes information about the sys-
insured through multi-modal conditional density estirati tem. The discriminating power of the proposed features is
in [3]. Mel-Frequency Cepstral Coefficients (MFCC) areexperimentally evaluated in an experiment of classificatio
used in [7] to identify specific sounds in a baseball game i®f racket hit waveforms extracted from the audio stream of
order to detect commercials, speech or music using the mag-tennis video clip. Assessment is performed using ROC
imum entropy method. Most proposed methods combine al$urves and a new formulation of the Average Normalised
dio and visual features within a HMM framework [2, 8]. The Modified Retrieval Ranking (ANMRR) [9, 10], introduced
common approach is to consider a large set of audio and vfor its convenient statistical properties.

sual features and select the most relevant ones [5] during th

training step. _ ) ) ) 2. FEATURE EXTRACTION

Working with a high dimensionality feature space requires a

large sample size training set [11]. However there are mang.1 Data model

situations where the_sample size of the dataset cannot be Ch@onsider theN x 1 data representation— [c1,Cp, ... ,CN]T

sen as large as desired. When a fast decision is to be taken T
a sequential classification scheme bearing optimalitygrop dexed by théN x 1 vectorq = [dp, gy, ..., On-1] " such that
ties in terms of required sample size [13], is convenient. In

the process of building up ground truth, the size of the @atas C=Qpap *&, 1)

is small at first and increases in the course of annotation.

The scope of this paper is sequential learning monitored fro whereay,) is a(p+1) x 1 vector,Qp is aN x (p+ 1) matrix

the audio stream. In audio-based classification or indemati with element;j_1(g_1) on theith row andjth column where
homomorphic features are widely used. Homomaorphic prog; are polynomials of ordef, ande is aN x 1 vector of
cessing was introduced to deconvolve the source and chafandom perturbations.

nel of a system in the cepstral domain [4]. The First Cepstral

Coeffit_:ients (FCC) - similar to the MFCC's computeq onthe, 5 Proposed features

cognitively relevant mel-frequency scale - encode inferma

tion about the spectral envelope of the analysed signal. Ilithe minimum mean-square estimation of the so-called vec-
tor of regressive coefficientgy,) is:

sing the mel-frequency scale, it is usually found that 12

’.gant system created by the mouth and lips of the speaker.
FCC's are necessary for signal characterisation (see [14]

PART OF THIS WORK WAS CARRIED OUT DURING THE
TENURE OF A MUSCLE INTERNAL FELLOWSHIP AND SUP- . AT
PORTED BY INFOM@GIC PROJECT. ap) = R(mQ(p)c, (2)
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whereR ) = Q(Tp)Q(p) isa(p+1) x (p+1) matrix withel-  Similarly, the matrixR., can be expressed in terms of

ements Rip-1)*
n-1 R r
< g . Ry = | (1) P } , 6
ri kzog.fl(qk)gjfl(qk), (3) (n) [ T eripa (6)
on theith row andjth column. wherery, is the 1x pvectorrp = [r1,pi1,12,p11, -+, pp+1]’

of coefficients (3).

Let the data representatiarbe the vector of cepstral magni- > .
P P g The block-matrix inversion formula (see for example [12])

tudes of a time sequened4]:

gives:
c=|FT H{log(|FT{e}))}, (4) 1 -1 —1,Tp-1 -1 -1
ri— | Ren TRy e%p e p-0) Ry |
where F¥.} is the discrete Fourier transform. We propose to (P) —S(p>pr(p,1) Stp)

take the coefficienta, ) in (2) as descriptors of the cepstrum

content of the detected events. _ ~ wheresy =rpy1p11— rg R(*pl_l)rp is the Schur complement
Figure 1 shows the cepstral magnltude_s of a racket hit an » 1) By inserting (5) and (7) into (2), the updated esti-
crowd applause extracted from the audio stream of a broa

) ; “Thate of the regression coefficient vector takes the form:
casted tennis game. A racket hit can be seen as the im-

pulse response of a system since the source (the ball hitting Py - R

the racket) can be modeled by a Dirac impulse although the ~ “P) (p)~(P)?

source of crowd applause can be modeled by a train of Dirac |+R1 1 rps‘lrg R, rps‘l
impulses. The cepstra are computed over 256 quefrency bins. &) = <ps*)1rT (P) ”J;,)l (P)
Regressions of order 2, 5 and 10 are superimposed. The slope (p)" P (p)

(8)

stronger than for the crowd applause. Applause generates a
cepstrum content resembling that of white noise with a sharp

peak centered at the null quefrency. Low order regressionsirst, the ordep = 1 CRC'sd)4, are computed using (2) from
such as the one presented in this figure are not able to encogg, estimated magnitude cepstrerdefined in (4). This op-
this low quefrency information. However, the regression o aration requires the inversion of thex2 matrixRi1y. In a
efficients of the crowd applause are more sensitive 0 10Cghter step the computation of the orqe€RC's is performed
variations in the mid-range quefrencies. by means of the ordgs— 1 CRC’s using recursion (8).

The recursive computation of the CRC’s is a fast method
for extracting the proposed cepstral-based features. -More
over the recursive design is well-fitted to sequential sa®em
where data are available sequentially.

The next section is devoted to the evaluation of the capabil-
ity of the CRCs to encode the characteristic feature of the
magnitude cepstra of an impulse response.

at the origin of the polynomial of order 2 of the racket hit is [ 4 }
X

Racket hit

3. EXPERIMENTAL EVALUATION

§ Nermazed queifeney T T To evaluate the efficiency of the CRCs for discriminating
impulse responses, a Biased Discriminant Analysis [15] has

been performed within a supervised learning framework. We

report below the result of the experiment carried on twantrai

ing sets of different size in order to show the role played by

the dimension of the feature space and the need to match the

dimension of the feature space to the size of the training set

3.1 Experimental setup

" Nofmatizdd queffeney” T T Two classification experiments were carried using the CRCs
. . - and FCCs. For each set of features the biased discriminant
Figure 1. Cepstral regression of order 2 (plain line), Syanstorm was computed from the training set and applied
(dashed line) and 10 (dash-dotted line) of two typical event, the same set in order to estimate the likelihood function
of atennis rally: a racket hit (a), and crowd applause (b).  of the class of impulse response. A Gaussian model was as-
sumed in the transformed feature space. The test set was then
transformed onto the discriminative space and the likekiho
2.3 Recursive polynomial regression function was computed. ROC curves were computed by suc-
cessive thresholding of the likelihoods.

Denotey; = Zﬂ;é gi-1(dk)c« theith element of vectou ) =
Q(Tp)c. One have the simple recursive concatenation relatior8.1.1 Dataset

The experiment has been carried on the second, third and
Up) = [u(Tpfl),up]T. (5) fourth game of A. Agassi and R. Schuettler in the Australian
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Open final tennis game of 2003. The match is played on &he generalised eigenvalues are solutions of the optimaizat

synthetic surface. problem:

Events were detected by a CUSUM test of a change in the ||_Ts]|_|

variance of the audio stream [1] assuming white Gaussian N =arg rr|1_ax‘ TSl| (12)
noise for silent segments (see [6] for details). Each seg-

mented event starts at the local maximum of the wavefornThe Biased Discriminant Transform (BDT) is defined by the
and is 20ms long. operator:

In the first experiment the events extracted from the second W =VAY2 (13)

game were used as the training set. A total of 203 events K
were detected including 20 actual racket hits. This is th@nd the transformed feature vec#rof the feature vectoa
small size training setln the second experiment, the events!S- « 1ok

detected in the second and third games were used &mgjee g =VAYZ (14)
size training setThis set is composed of 759 events includ-
ing 93 racket hits.

In both experiments the test data was collected from th
fourth game. A total of 561 events were detected by they,
CUSUM test including 75 racket hits.

The events detected by performing the sequential test a
racket hits echoesball bouncesshoe shufflesroice (com-
ments, player’'s shouts, umpire speakijngfidcrowd noise
Even though bounces and segmented echoes could be ccr-
sidered as impulse responses, the aim of the experiment wi “7~
to classify racket hits. ) N

Figure 2 shows an example of BDT performed on a 2-
dimension feature space. One can see that the BDT tends
cluster the target class while keeping away elements of
e other classes. In the transformed feature space thet targ
class can relevantly be modelled by a single mode proba-
Eﬁlity density function for further probabilistic or statical

processing.

o g 0| + L
01] ff‘ O ++++++ % eor N
R g . BN
3.1.2 Extracted features g o &, g . P
] ) O ol 2 o o
The estimated magnitude cepstrare vectors oN =256  § .. e, g e °§d
normalised quefrency bing = i/2N. The CRCs are com- & - # g ° o
puted with polynomialgj(qg) = ¢ indexed by normalised ™ 5
quefl’enCIeS. First CRC ) First Transformed CRC
3.1.3 Biased discriminant analysis Figure 2: Bias Discriminant Analysis. Target class iteres ar

The objective of the experiment was to assess the capabilitfbeled with circlesd), other items are labeled with crosses
of the Cepstral Regression Coefficients (CRC) to discrim{t). Original order one CRC space (left) and transformed
inate and identify racket hits among the different types ofCRC space using the BDT computed from the target class
detected events. For this purpose it is relevant to split th&ight).

data set into the class of racket hits and a single class of all

other events. The class of racket hits can be considered as

homogeneous whereas the other class is more likely to k&2 ROC curves

al compo%?d of heterogeneous subclasses. This is-a&"1  igyre 3 shows the Receiver Operating Characteristic (ROC)
class probiem. . — . . curves of the classifier trained with the small training set f
Bias Discriminant Analysis is a modification of Linear Dis- ¢ \( feature spaces of 4, 8, 12, and 16 dimensions. The train-
criminant Analysis proposed by Zhou etal. in [15] to addressy,g get js classified in order to provide an upper bound on the
1—xclass problems. Call the racket hit classtifrget class performance of the classifier.

The db?.tw%en-?catter matrg and within-scatter matriy  The performance of the classifier applied to the training set
are defined as: increases with the dimension of the feature space for both

_ K k T sets of features. Best performance is reached by the 16-
Swo = ;(a —m)E@-m)’ ) gimension CRCs with a small size training set shown on Fig-
K K T ure 3 where the probability of detectiéy = 1 with a prob-
$ = Y@ -m)@-m) , (10)  ability of false alarmPs, = 0. A higher dimensional feature
z space provides a better description of the data set. However

- , the performance of the classifier applied to the test set de-
whereaX is the vector of CRCs of thieh event, Z isthe set  reases as the dimension increases.

of feature vectors belonging to the target clagsis the set  These simultaneous behaviors show that the classifier is
of all the other detected events amgdis the mean vector of prone to over-fitting at high dimensions. The dramatic de-

the CRCs of the target class. crease of the performance whatever the features also show

Denote byA the diagonal matrix of generalised eigenvaluesiat g high dimensional feature space is too sparse in regard
of the scatter matrices aiithe matrix of the corresponding g the size of the training set. This is an illustration of the

generalised eigenvectors defined by: curse of dimensionality.
Figure 4 shows the ROC curves of the classifier trained with
SV =SWVA . A1) the large training set.
IFor the sake of simplicity of the notation the orgeof the polynomial  1ne performance of the classifier computed with the CRCs
regression is dropped here. are stable while the dimension of the feature space incsease
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Figure 3: ROC curves of the Bias Discriminant AnalysisFigure 4: ROC curves of the Bias Discriminant Analysis
trained with the small size training set for feature spades drained with the large size training set. See Figure 3 for de-
various dimensions. Feature vectors are CRC (grey linegcription.

and first cepstral coefficients (black line). The training se

(dashed line) and the test set (plain line) are classified.

junath et al. [9] in the context of MPEG7Y.

The ANMRR for the topT from a setZ of N, positives as
although the performances of the classifier computed witlproposed in [10] is:
the FCCs decreases as the dimension of the feature space
increases. Note also that apart from the 4-dimension case 1 Ne(Ne + 1)
where performances are similar irrespective of the sizhef t F=—"—|s(r)— T
training set, the classifier performs better on the large-ra NN 2
ing set than on the small training set. This highlights again
overfitting phenomenon since the large training set costainyheres(r) = SR T, Ty is the rank of thekth positive in-
more diversity than the small training set. stance andN is the size of the dataset. It is zero for a perfect
The somewhat bad performances of the FCCs show that theﬁﬁnking and maximum when thé positive items occupy the
features are less robust to noise and cepstral estimation er 5,ksN — N; +1 toN. It can be shown that the expected value

than the CRCs. It also shows that discriminating the impulsgnq variance of the ANMRR for a random uniform ranking
responses from other waveforms extracted from the same al-are:

dio stream cannot be efficiently performed without taking
into account information encoded in the high quefrency co-

: (15)

(N—Nr)

efficients. Pl o—
- E{F} ) (16)
The CRCs offer better classification performances than the 2N
FCCs irrespective of the dimension of the feature space and o (T+1)2(N—N,)
the size of the training set. Moreover, the discrepancy be- Var{f} = ANZN, : (17)

tween the performances of the classifier applied to the-train

ing set and to the test set for both sets of features shows t . . .
the CRCs are subject to less overfitting than the FCCs. Fle statistics of the ANMRR are functions of the size of the
taselN, the number of positivels, and the total number of

classifier based on CRCs is less dependent on the traini ; L . .
set. Recursion (8) makes CRCs a good candidate for adagtneved events. This is not convenient for comparing re-
tive and sequential classification. The dimension of the CR 'exglgﬁsmz ;2r\rﬁ;'gtjizrfo?ggggiﬂotgsas'\sﬂiaw:rﬁg de\glljle .
space can be updated to match the size of the ever increasi ginaltormu prop SIg .

rank of positive items higher than a given thresholdsThi

training set with no loss of classification performance and . o
reduced overfitting. approach allows for comparison but then statistical proper
ties of a random ranking are not easy to derive. However the

33 Retrieval rank gxpected ve}lue of the_ uniform rank is a measure of compar-
: ison much like the coin toss line of ROC curves. Above this

The analysis of the ROC curves shows that the classificatiovalue the performances of a retrieval system are statiistica

algorithm is subject to false positives. It can be of interesworst than performing a random retrieval. We propose here

to investigate which events belonging to the negative clas® modify the ANMRRr™in order to overcome these draw-

produce false positives. We propose here to evaluate the rbacks. Consider the normalised ANMRR:

trieval performance of the classifier by computing a measure

of ranking of the likelihood of the events using the Average 1

Normalised Modified Ranking Retrieval introduced by Man- F= P—— [S(r) — Smin] » (18)
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Dim. 4 8 12 16 of the data even though this is a crucial feature in an adap-
racket | .11|.09] .13 | .09 | .25] .09 | .29 | .09 | tive framework. A statistically motivated modification diet
bounces| .36 | .40 | .40 | .36 | .45| .34 | .42 | .33 Average Normalized Modified Ranking Retrieval (ANMRR)
echoes | .30| .34 | .35| .31 | .30| .36 | .34 | .35 measure has been proposed to evaluate the performance of
voice | 571 631 661 681 631 .71 651 .75 the proposed features on a sliding short-time interval.s Thi
shuffie 1 601 561 571 591 551 56 54 | 54 Is the first step towards the development of a method for as-
crowd | 601 561 57 571 62 63 56 .66 sessing non-stationarity in pattern recognition problems

unknown| .61 | 61| .55| .54 | 50| .54 | .48 | .51
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