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ABSTRACT
Human visual system easily and rapidly recognizes a scene
or image under different affine transformations, which is not
the true for the machine. Rotation is more complex than
translation and engenders more difficulties in analysis. This
paper address evaluation and comparison of texture descrip-
tors, particularly Local Relational String, under rotation ef-
fects. Many methods are invariant for geometric transfor-
mation, but this is not sufficient to handle the classification
problem. We show in this study, when training samples rep-
resent a large range of rotated textures, methods with high
discriminative properties leads to a very good classification
rate despite their no invariance for rotation.

1. INTRODUCTION

Texture analysis is an important problem since it conditions
the quality of segmentation and interpretation in lots of appli-
cations such as in the textile industry or for satellite imaging.

There exist many approaches for texture description and
analysis [20], which can be divided into four categories: sta-
tistical methods, structural methods, model based-methods
and transform-base methods. Texture characterisation and
similarity measures represent the main issues in texture clas-
sification [14]. There is no obvious common definition of
textures it can be defined as spatial arrangement of textons,
distribution of patterns or specific spatial frequencies. This
implies no common features that can be defined for textures.
For example, the popular Grey Level Cooccurrence Matrix
[11] and derivatives [7][8] define the joint probability that
a given grey level occur in specific distance in the image.
The geometrical methods study the spatial distribution of
textures primitives and are often used for periodic structures
[25][23][24][1]. Texture is also considered as model such as
Markov Random Fields (MRF) where the texture is defined
as realisation of random field with spatial context [3][6].
Other techniques suppose that the human visual system trans-
form a retinal image into spatial frequency representation
[2]. Gabor filters [21][4] handle this property thereby us-
ing a bank of filters. Recent works combine structural and
statistical properties [17][13][10] showing a high classifica-
tion performances. The texture appearance is considered as a
result of dominant neighbourhood properties, and empirical
distribution of intrinsic primitives. For this hybrid approach,
geometrical or shape properties and spatial distribution pat-
terns become very important.

In this communication, we propose a comparative study
of texture features. The aim is to study their ability to rec-
ognize multi-oriented textures by following a rigorous proto-
col. We verify the performances of Local Relational String
[10] under different conditions, which are not proposed in
the original paper. We test also the fusion of all descriptors

and the influence of the feature reduction in the classification
by PCA (principal component analysis) procedure.

In the next section, we detail computation of the texture
features. Section 3 is devoted to the learning and recogni-
tion method we use to quantify the reliability of the previ-
ous features. Section 4 presents the protocol and the chosen
database. Experiments and results are presented in section 5.
We conclude in section 6.

2. TEXTURE ATTRIBUTES ANALYSIS

We have chosen some of the most efficient and general (com-
puted without any a priori knowledge) texture attributes [5]:
• attributes from the cooccurrence matrix [11] denoted

COOC, which is computed with a distance of one pixel
and four orientations : 0 , π/4, π/2, 3π/4. We select
the following measures: mean, variance, contrast, en-
ergy, entropy, homogeneity, correlation, inertia, inverse
moment, shade, prominence.

• attributes from local histograms (2 parameters) [15] de-
noted HIST: Two attributes are computed from local his-
tograms of an image of size N ×N.
1. Mean modulus:

MOD = ∑
NH
i=1 ||Hi||

NH

where ||Hi|| = ∑
NG
j=1(NG− n2

NG )log(ri), ri is the num-
ber of pixels in the window having a grey level i and
NH is the number of histograms computed in the im-
age.

2. Mean phase :

PHASE == ∑
NH
i=1 phase(Hi)

NH

where phase(Hi) = 2π j
NG with j = arg maxi=1,NG(ri)

NG is the number of grey levels in the original image.
• attributes from local extrema (4 parameters) [9] denoted

EXT:
This method permits to evaluate the relative frequency of
luminance gradient. It consists in counting the number of
local extrema in direction θ on a distance d. The algo-
rithm has two steps:
– The first step corresponds to image smoothing in or-

der to suppress luminance peaks having a low varia-
tion. We define Ik the grey level of the pixel k, Ĩk the
smoothed value and S the threshold used for the de-
tection of extrema. The smoothed image is computed
as follows:
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Ĩ =



i f Ĩk ≤ Ik+1 −S/2
then Ĩk+1 = Ik+1 −S/2
i f Ik+1 −S/2 < Ĩk ≤ Ik+1 +S/2
then Ĩk+1 = Ik+1
i f Ik+1 +S/2 < Ĩk
then Ĩk+1 = Ik+1 +S/2

– The second step computes the mean number of ex-
trema given different directions θ (in this case θ =
k. pi

4 , k = 0,3), a distance d and a threshold S.
• attributes from the curvilinear integral (4 parameters) [9]

denoted CURV: The computation of the curvilinear inte-
gral is realized by following a line Li:∫

Li

√
λ1dx2 +λ 2

2 dy2 +dI2
(x,y)

where λ1 = NLIG
NG ,λ2 = NCOL

NG , NLIG, NCOL are the num-
bers of lines and columns in the original image.
We compute this descriptor in 4 directions (θ = k.π

4 , k =
0,3) for a given distance d.

• normalized autocovariance function (32 parameters)[16]:
We present a method to compute the 1D normalized au-
tocovariance of a texture from its 2D normalized autoco-
variance function. The resulting function is called F and
is computed as:

F(r) =
1

πr ∑
(i, j)∈Ĉr

˜FAC(i, j) ∀r > 0

where Ĉr = {(i, j)/i > 0,
√

i2 + j2 = r} is the set of
points on the semi-circle of radius r. Let be m =√

i2 + j2, ˜FAC is defined as:

˜FAC(i, j) =


FAC(i, j) i f m ∈ N

∑
v
k=1 d(s(k),m)FAC(s(k))

∑
v
k=1 d(s(k),m)

otherwise

The first term is the 2D normalized autocovariance func-
tion defined as :

FAC(i, j) =
1/N∆ ∑s=(k,l)∈R∆

I(s)I(k + i, l + j)
1/N ∑k,l I2(k, l)

where N∆ and R∆ are respectively the number of points
and the region on which the product I(s)I(k + i, l + j) is
computed. N is the total number of pixels, I is the lumi-
nance function (its mean is equal to zero), i and j are the
horizontal and vertical displacement.

• attributes from Gabor filters described by the following
function:

Gλ ,θ ,ϕ(x,y) = e
− 1

2 ( x′2
σ2x

+ y′2

σ2y
)
cos(2π

x′

λ
+ϕ)

x′ = xcos(θ)+ ysin(θ)

y′ = −xsin(θ)+ ycos(θ)

where σ is the standard deviation. θ express the orienta-
tion of the filter. The parameter 1

λ
determines the spatial

frequency. ϕ represents the phase. We have chosen four
angles (θ : 0, π/4, π/2, 3π/4) and three frequencies
(λ : 2, 4, 8 pixels). We kept ϕ=0. The image is con-
volved with a bank of filters with different values of λ

and θ . The energy function is computed for each param-
eter from the convolved image which yields 12 features.
The filter size is 17×17 pixels.

• attributes from Local Relational String (LRS) [10] Let
be g0 a central pixel and Ω = {g1,g2,g3,g4} the set of
neighbours. The relative relation Z between two pixels
are defined over the set S

S = {(g0,gi) ∈ I | ∃ri ∈ R,ri = Z (g0,gi)} gi ∈ Ω

where I is a set of pixels and R represents a set of lin-
guistic variables (equal to , less than, greater than).

R = {<,>,=}

LRS is defined as an ordered symbolic string.

LRS : r1r2r3r4

Histogram is computed over the transformed image to de-
scribe the texture. LRS handle also the scale problem
by extending the relations to the far neighbours yield-
ing a histgram for each neighbourhood. We selected 3
neighbourhood sets with distance 3 pixels from the cen-
tral pixel.

3. TRAINING AND RECOGNITION METHOD

Suppose we have a training set {xi,yi} where xi is the
invariant descriptors vector described in the previous
section. xi is composed of values corresponding to each
descriptor computed on the face and yi the individual. For
problems with two classes, with the classes yi ∈ {−1,1}, a
support vector machine [22][18] implements the following
algorithm. First, the training points {xi} are projected into
a space H (of possibly infinite dimension) by means of a
function Φ(·). The second step consists in finding a decision
hyperplane in this space. The criterion for optimality is
defined shortly afterwards. Note that for the same training
set, different transformations Φ(·) may lead to different
decision functions.

A transformation is achieved in an implicit manner using
a kernel K(·, ·) and consequently the decision function can
be defined as :

f (x) = 〈w,Φ(x)〉+b =
`

∑
i=1

α
∗
i yiK(xi,x)+b

with α∗
i ∈ R. The values w and b are the parameters defin-

ing the linear decision hyperplane. We use in the proposed
system a radial basis function as kernel function :

K(u,v) = e−γ∗‖u−v‖2

In SVMs, the optimality criterion to maximize is the mar-
gin, that is to say, the distance between the hyperplane and
the nearest point Φ(xi) of the training set. The α∗

i which
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optimise this criterion are obtained by solving the following
problem :

maxαi ∑
`
i=1 αi − 1

2 ∑
`
i, j=1 αiα jyiK(xi,x jy j)

with constraints,
0 ≤ αi ≤ C ,

∑
`
i=1 αiyi = 0 .

where C is a penalization coefficient for data points located
in or beyond the margin and provides a compromise between
their numbers and the width of the margin (for this study
C = 1). Originally, SVMs have essentially been developed
for the two classes problems. However, several approaches
can be used for extending SVMs to multiclass problems. The
method we use in this communication is called one against
one. Instead of learning N decision functions, each class is
discriminated here from another one.

4. TEXTURE DATABASE

The performance measure does not depend only on classi-
fier, but also the experimental platforms including reference
algorithms and test images. The subjective nature of many
experimental evaluations have engendered critic about the
validity of tests [11]. To overcome this problem some re-
search teams have built test frameworks available for public
[19] considered as benchmark for textures experiments and
evaluations. Among those frameworks Meastex1 provides a
significant evaluation system. MeasTex software is an open
source containing image database, quantitative measurement
framework for texture analysis algorithms, and implementa-
tion of major texture classification paradigms. Nevertheless,
the images base of this benchmark is poor in term of qual-
ity and quantity comparing to the new ones. The Outex 2

[12] textures base has recently became regarded as the best
available one. It presents many problems related to textures
analysis and recognition. Outex is organised as train/test set
within several categories each one address a particular tex-
tures issues. For instance illumination, resolution, geometric
transformation (by acquisition), etc. Outex use a predeter-
mined train/test samples. In our work we pick randomly the
samples from each class and testing the impact of the num-
ber of training set over the performances. As described pre-
viously we use SVM to measure the classification rate.

5. EXPERIMENTAL RESULTS

We perform different tests for comparison of the selected fea-
tures.

5.1 Test1
Here experiments are conducted over Outex TC 00000 cat-
egory. For each class, there are 20 monochrome images
(128× 128) with incandescent constant illumination and a
spatial resolution 100dpi. Figure 2 shows the classification
rate versus training rate. We can notice at 10% training im-
ages, Gabor filters and LRS present a good classification per-
formances greater than 80 %. The evolution of curves shows
that LRS tend to be more efficient than the other methods
followed by Gabor filters. Local extrema method has a stable
variation, stay around 70%. The Cooccurrence Matrix start at

1http://www.cssip.elec.uq.edu.au/guy/meastex/meastex.html
2http://www.outex.oulu.fi

Figure 1: Samples from Outex TC 00010 category

60% to finish around 70%, it needs more trainings than local
extrema to reach an this result. The autocovariance technique
does better than local histograms and curvilinear integral, but
its classification rate is far from the first four methods.

Figure 2: Recognition results on the first database or different
percentages of images used for the learning step

5.2 Test2
We have tested algorithms under different orientations. In-
deed, the Outex TC 00010 category offers a set of a rotated
host textures with angles: 5o,10o,15o,30o,45o,60o,75o,90o.
Each rotation is performed for 24 classes yielding 8×20 im-
ages per class plus the original textures, therefore each class
contain 180 images. As the previous experiences, samples
are chosen randomly from each class. For instance, 10%
of training set gives 18 images with different rotations of
each class. In figure 3, we notice the improvement in perfor-
mances, this is due to the number of the training set. For ex-
ample, at 10% in Outex TC 00000 yield 2 images per class.
Further, more methods such as Gabor filters and cooccur-
rence matrix take into account the rotation effect. LRS has
not this particularity, but its high discriminative properties
help to reach good performances. Examining the evolution
of curves, at 20% of training set there are a rapid improve-
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ment in the best three methods. LRS yields 99,99% with 40%
of the training database. No significant changes for the other
methods, curvilinear integral and local histograms show the
poorest results.

Figure 3: Recognition results on the second database or dif-
ferent percentages of images used for the learning step

5.3 Test3
The aim here is to test the contribution of fusion of features.
All features described before are concatenated to build one
feature vector. Figure 4 represents 3 results obtained from
Outex TC 00010 category. The best method (LRS) is com-
pared with fusion technique and fusion combined with prin-
cipal component analysis (PCA). As shown in the figure 4,
the fusion procedure is not able to improve the performances.
The different natures of descriptors decrease the performance
even using PCA which yield worse result.

6. CONCLUSION

In this paper we presented the evaluation performance of sev-
eral methods for texture classification. The rotation problem
is addressed here thereby using 8 different angles with step of
15o, from 0o up to 90. LRS, Gabor filters and cooccurrence
matrix showed the best performances among the 7 compared
descriptors. the fusion of features do not bring out any im-
provement in performances, even using pca to reduce redun-
dancy. This study shows interesting results for the tested
descriptors. It can be used as benchmark to compare other
methods of texture classification or recognition algorithms.
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