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ABSTRACT

In this paper we compare the performance of time fieduency
equalization for high data rate ultra-wideband cormications.
For time-domain equalization, we propose a joint &ak&nd
minimum mean square error equalizer receiver. Theppsed
receiver combats inter-symbol interference by tgkialvantage of
the Rake and equalizer structure. We focus oumtdtte on the
effects of the number of Rake fingers and equatiies on the error
performance. We show that, for a MMSE equalizer afjreg at low
to medium SNR’s, the number of Rake fingers isdh@rdhnt factor
to improve system performance, while, at high SNiRsumber of
equalizer taps plays a more significant role inwethg error rates.
The performances of this structure are compared withse of a
frequency-domain equalizer operating in single @marmode. We
show that the frequency domain equalizer outperforthe
combined Rake-MMSE equalizer structure in all tlenge of
studied SNR’s.

1. INTRODUCTION

Ultra-wideband (UWB) has recently evoked great ggerand its
potential strength lies in its use of extremely svitansmission
bandwidth. Furthermore, UWB is emerging as a satufar the
IEEE 802.15a (TG3a) standard which is to provideloa
complexity, low cost, low power consumption andhidata-rate
among Wireless Personal Area Network (WPAN) devicés
aspect of UWB transmission is to combat multipatbppgation
effects. Rake receivers can be employed since theyahle to
provide multipath diversity [1-3]. Another aspestto eliminate or
combat the inter-symbol interference (ISI) whichstdits the
transmitted signal and causes bit errors at theiveg especially
when the transmission data rate is very high as agefor systems
which are not well synchronized. ISI can be supgwds by
employing an equalizer at the receiver that reguiperiodic
transmission of a training sequence [4]. Equalirafor UWB has
been addressed in a number of recent publicatDifferent types
of RAKE receivers are studied by e.g. Cassioli €i5hland their
performance is evaluated for pulse-position modutatMielczarek
et al [6] analyze fractionally-spaced RAKE receivins DS-UWB
systems employing Gaussian monocycles. Rajeswaraal €]
investigate the RAKE performance and Eslami and dO¢8]
discuss the performance of decision-feedback andeati
equalization techniques for carrierless pulse-baseivB
transmission. Ishiyama and Ohtsuki [9] considegdency-domain
equalization for modulation with Gaussian monocyaead a cyclic
prefix.

Different from the above mentioned literature, histpaper, we
explicitly consider BPSK modulation with root raiseasine (RRC)
pulse shaping and carrier modulation as specifigd 0], instead of
modulation with Gaussian monocycles that do notiireca carrier.
We propose at first to study time equalization wittmbined Rake
MMSE equalizer structure. We show that, for a MM&dgualizer
operating at low to medium SNR'’s, the number of Rixkgers is
the dominant factor to improve system performamdgle, at high
SNR’s the number of equalizer taps plays a moreifgignt role in
reducing error rates. We show that for high freqyeselective
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channels such as the CM4 one, a linear equalizectste is not
sufficient and must be replaced by a decision faeklkequalizer
(DFE) structure. Furthermore, we propose a simpmeunsive
gradient based algorithm to implement the equabnerctures.
Then, we propose to operate channel estimatioreguoélization in
the frequency domain. This yields to a new recestercture whose
efficiency is compared to those of time-domain digaton with
linear or DFE equalizer filters.

The rest of the paper is organized as follows.electien 2 we study
the system model and UWB channel modelling. SecBoris
devoted to the time-domain equalization with linear DFE
equalizers. In section 4, we study frequency-donegjnalization.
Simulation results with comparison of time and freqcy domain
equalization are given in section 5. Section 6 &ty concludes
the paper.

2. SYSTEM MODEL

For a single user system, the continuous transindtga stream is
written as

sh= 3 d(K. f(t- kT)

k=-00
Where d(k) are stationary uncorrelated BPSK data dnd the

symbol duration. Throughout this paper we consildlerapplication
of a root raised cosine (RRC) transmit filggt) with roll-off factor

a=0.3.

The channel models used in this paper are the nmdebsed by
IEEE 802.15.3a Study Group [11]. In the normalizewdels

provided by IEEE 802.15.3a Study Group, differertarmel

characteristics are put together under four chamuelel scenarios
having rms delay spreads ranging from 5 to 26 nSecthis paper
two kinds of channel models, derived from the IEBH2.15

channel modelling working group, are considered aated CM3
and CM4 channels. The first one CM3 corresponds on-line of

sight communication with range 4-10 meters. The osdc
corresponds to a strong dispersion channel withydsbread of 26
nsec. The impulse response can be written as

1)

M
h(t) = X h.o(t-7)
p=0
ParameterM is the total number of paths in the channel.

3. TIME DOMAIN EQUALIZATION
31 Receiver structure

The receiver structure is illustrated in Fig. 1 aodsists in a Rake
receiver followed by a linear equalizer (LE) or & As we will
see later on, a DFE Rake structure gives bettdonmeances over
UWB channels when the number of equalizer tapsufficently
large. The received signal first passes throughréoeiver filter
matched to the transmitted pulse and is given by

r) =s(O*h9* g-) +)* p-i

@

o . ®)
= Y d(kZh.m(t- kT-7,)+ 1)

k=—

EUSIPCO, Poznan 2007



15th European Signal Processing Conference (EUSIPCO 2007), Poznan, Poland, September 3-7, 2007, copyright by EURASIP

where p(-t) represents the receiver matched filter, “*" starfdr

3.2

Perfor mance analysis

convolution operation anu(t) is the additive white Gaussian noise|, this part, due to the lack of place we will odligcuss the matrix

(AWGN) with zero mean and varianceN /2. Also,
m(t) = p(O* (-) andA(t) =n()* (-9 .
R—Q——\
) LN @)
— plf) —w Channel p.ﬂ—..‘;, » pi-f) —f ";"‘ —'::‘{\__2\,'—~Aafi} » Equalizer —
f u* ; :
nir) R N ,r/:

P
Figure 1 - UWB Rake-MMSE-equalizer structure

Combining the channel impulse response (CIR) withttansmitter
pulse shape and the matched filter, we have

~ M
h(t) = p()* H9* K-) =2 h ro 1) 4
i=0
The output of the receiver filter is sampled atreReke finger. The
minimum Rake finger separation i§ =T/ N , where N, is

chosen as the largest integer value that woulditres,,, spaced
uncorrelated noise samples at the Rake fingera.flrst approach,
complete channel state information (CSI) is assutodzk available
at the receiver. For general selection combinihg, Rake fingers

(ﬁ| 's) are selected as the largést(L < N ) sampled signal at
the matched filter output within one symbol timeripg at time
instants r,' , 1=1,2,..L. In fact, since a UWB signal has a very

wide bandwidth, a Rake receiver combining all ttahp of the
incoming signal is practically unfeasible. Thisdiof Rake receiver

is usually named @&Rake receiver. A feasible implementation of

multipath diversity combining can be obtained bgetective-Rake
(SRake) receiver, which combines thebest, out ofN,, multipath

block computation of linear equalizers. Furthermave suppose

perfect channel state information (CSI). Assumimaf then” data
bit is being detected, the MMSE criterion consistminimizing

e[| dn - dn |’ ] Y

where a(n) is the equalizer output. Rewriting the Rake output

signal, one can distinguish the desired signalutidesired 1SI and
the noise as

y(n){i,q.ﬁ(r( )]d(n)+2i,8,.~k((n— B.T+7 ). d &

k#n 1=1

+ i B AT +71, ) (8)

where the first term is the desired output. Thesea@gamples at

different fingers, ﬁ(n.'l'S +r|'), | =1,...L, are uncorrelated and

therefore independent, since the samples are takén
approximately the multiples of the inverse of thatched filter
bandwidth. It is assumed that the channel has atHerof

(n +n,+1).T. That is, there is pre-cursor ISI from the

subsequent; symbols and post-cursor ISI from the previgys
symbols, andh; andn, are chosen large enough to include the
majority of the ISI effect. Using (8), the Rake jput can be
expressed now in a simple form as

y(n) =a,.d(n+ nZ a,.din-R+7fn

9)
=@'d[n +i(n

components. Thosk best components are determined by a fingewhere coefficientsz, 's are obtained by matching (8) and (9).

selection algorithm. For a maximal ratio combinifMRC) Rake
receiver, the paths with highest signal-to-noisgosa(SNRs) are
selected, which is an optimal scheme in the absehaserfering
users and intersymbol interference (ISI). For aimimm mean
square error (MMSE) Rake receiver, the “conventibrimger
selection algorithm is to choose the paths witthbégg signal-to-
interference-plus-noise ratios (SINRs) [12]. Ouseaoesn’t deal
with multiuser UWB communication but we study chelsnwith
high delay dispersion, so the first criteridnhjghest SNR’s) can be

chosen. The noiseless received signal sampled eatl ‘th Rake

finger in the n" data symbol interval is given by

v(nT +71, +t)= S h((n- R.-T+7, + 1) dK

k=-0c0

()

where rl' is the delay time corresponding to tffeRake finger and

is an integer multiple ofr,,, Parametet, corresponds to a time
offset and is used to obtain the best sampling.tiMighout loss of
generality to will be set to zero in the following analysis. TRake

combiner output at timeé = n.T_ is

(6)

Choosing the correct Rake finger placement leadkdaeduction
of ISI and the performance can be dramatically oupd when
using an equalizer to combat the remaining ISI. Skiering the
necessary trade off between complexity and perfocemaa sub-
optimum classical criterion for updating the eqzeitaps is the
MMSE criterion. In the next section, we derive M& SE-based
equalizer tap coefficients.

Ml =2 Av(nT+7 )+ X 4T +7) )
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®=la,.a,.q, 1"and d[n] =[d n+n)...d D...d n- ).
The superscript denotes the transpose operation. The noise at the

L
Rake output isfi(n) = X 4.7(nT +7,). The output of the linear
=1

equalizer is obtained as

dim= X c.y(n-n=c y(n+c'p(n

r=-K,

(10)

wherec =[c_, ...G ...G ]T contains the equalizer taps. Also

A =[@'dn+K]..@'dh..@'dn-K]] '

(11)
Al =[f(n+ K)... 7. 7= K]’
The mean square error (MSE) of the equalizer,
el (i -c' M1 - b ] (12)

which is a quadratic function of the vector has a unique
minimum solution. Here, the expectation is takethwespect to
the data symbols and the noise. Defining matitgsandN as

R=E[y/n.yT ] (13)
p = E[d(n. 1 ] (14)
N = E[gld.n[ 0] (15)

The equalizer taps are given by
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c=(R+N)".p (16)

and the MMSE is
J

=0, ~ P (R+N)".p (17)

where aj = E[| d(n)| 2] . Evaluating the expectation overand

p with respect to the data and the noise, we have

p= [O’Kl...ao..ﬂ_KZ ]T R= [ri,j ]K1+K2+1}<1+K2+1 (18)
Where :ri‘j =¢TFij¢ and Fi‘j :[ﬁk]n1+n2+1,n1+nz+l
1, 1-k=j-i
f, = o (19)
0, I-k#j-i
T No c o2
Also: N = E[gn.n [ 1] = DIy A P (20)
1=1

wherel is the identity matrix. This Rake-equalizer reegiwvill
eliminate ISI as far as the number of equalizeasstgives the
degree of freedom required. In general, the egerabmtput can be
expressed as

dn=gq.dN+X g.dn )+ vd

i#0

(21)

with: g, = a .c. andw(n) = "(n).¢. The variance ofv(n) is

T =( j(i,qz).Ep.Nolz

where E, is the pulse energy.

> 22)

==K,

33 Implementation | ssue

Matrix blocks based implementation of equalizer lieg
computation of inverse matrix (16) and this maystitate a heavy
task. Moreover, for practical implementation, chanrstate
information is unknown at the receiver. To cope hwihese
problems, adaptive iterative algorithms such as LMt training
sequences or blind algorithms such as the Constodulus
Algorithm (CMA) can be employed. Their drawback sists in
the required number of iterations to obtain theirddsMMSE
level. To describe the proposed algorithms we hsestructure
depicted in Fig. 2 for the linear adaptive equaliZehe channel
time delay for the correlation fingers of the Ralkeassumed
statistically uniformly distributed. The timing e first arriving
desired signal path is taken at the time referemitte zero delay,

i.e. 7, =0 and the timing of thé" path is given by the delay, .
In the proposed receiver, the received signél) firstly passes

through aL= N, tapped-delay-line and performs cross correlatlorgs

Poznan, Poland, September 3-7, 2007, copyright by EURASIP

The correlation output is sampled at timme n.T , and then input into the
combined Rake-equalizer structure, wh&nepresents the sampling time
interval. Let the weighting coefficients of the Rakfingers be

{,Q(n), 1, L} and the tap coefficients of the equalizer be
{cl(n), i=1, K} Also let define the corresponding vectors

BN =180, B, ... B(N]"  ande[n] =[c(n, gD, g (N] .

The vector of the bank of correlator outputs isaled as

a[nl =[a(n, .., g (Nl with

We then define

t
a(n) =[r(u).p(u-(i-1)7).dd_ .
0
yin] =[ Y9, ¥ n-1),..., Y - K+ 1)]T as the channel samples at
the input of the equalizer. We have the relatigmshi

y(n) =g’ «d 1 (23)
where » represents the vector inner product. For the tinea
structure, &K-tap transversal FIR filter is employed. The prabs
algorithm proceeds as follows. For the training eohsRake
combining equalizer, a training sequerd@) is employed. LMS
algorithm is then used recursively to adjust th&eRand equalizer

tap weights to minimize the mean square error I\/IS(Elia(n)|2)
using the following three steps

1) Filtering : a(n) =d_(n= cT[ f«y h (24)
2) Error estimation :(n) = d(n—d_(n (25)
3) Rake and tap weight vector adaptation :
Bin+1] =[N +udnd h (26)
cn+i]=c +udn.y h (27)

M represents a small positive convergence pararaetee(n) is the
prediction error obtained from the LMS algorithnﬁu( m=d_(n

represents the output from the Rake combining érprad(n)

represents the training sequence which is obtaliyedonvolving
the transmitted pulse train  with the  pulsep(t):

t
d(n) =Ju. dv. dlll‘:n_T . Once the algorithm converges and
0

taps are fixed, the output of the equalizr?k(n) is then passed

through the decision making scheme to determinethenethe
transmitted bit is “1” or “0” by comparing it witthe zero threshold.
This simple gradient based adaptive algorithm can dasily
eneralized to DFE equalizer structure.

with the reference pulsep(t) at uniform time delays
r=(i-1)r,1< i <L(r=T./L). 4. FREQUENCY DOMAIN EQUALIZATION
=T o ) 41 Frequency Equalization
a\ ”_)‘i' ‘@ \ We consider a cyclic-prefixed single carrier fregoye domain
) _;),;f alnf v(n) w1y yn-Ktl) equalizer (SC-FDE) transmission over UWB channsldlastrated
—» p(v) 4’\%‘ *(32 z' | z on Fig. 3. A block of signalgl(k), (0< k< N-1) is transmitted
i i G with lengthN. A cyclic prefix (CP) is inserted between blocks t
() ) cdn) g Yy p
r-'_)ﬂ;i’ 460 / - : %= — mitigate interblock interference (IBI). As long & duration of CP
Prt—N Q- _____,_;34_____ is longer than that of the CIR, IBI effects can igaored. For
11+ Y simplicity reason, we will assume here in our matatcal
d(n) derivations thap(t) = Jt). Assuming perfect time synchronization
& oy “““g‘f:‘:"td and supposing that the equival@spaced CIR is of orddr with
—> ) (D l“% > j > taps h = [h(0), h(2),...,h(M )] as in (2), the block received signal
. . ) ) can be expressed in a matrix form as
Figure 2 - Receiver structure with adaptive combine y=Hd+n (28)
Rake equalizer structure
©2007 EURASIP 527 EUSIPCO, Poznan 2007
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and is supposed to be known at the receiver. Th&1EHE channel
estimator in (54) can be obtained as

n 2 H “1y-1 _ 1
H =R (R, +0 (PP)) .H =QH,_

MMSE

where d =[d(0),d(@),....d(N- 1)], and His the circulant
Toeplitz matrix with the first column beirtgzero-padded to length

N yielding to vectorh . n is aN x 1 vector of white Gaussian noise (38)

samples with varianceo. =N /2. The frequency domain With H = PY andQ=R_.(R,, +0..(P"P)")". In the case

of severe channels such as CM4 one it is possiblacrease the
(29) accuracy of the estimation by using several bldcgilot symbols,
Hwe derivation of the frequency estimator remainglar. A good
estimator should minimize the variance of the estad error.
Fl,k = (1/x/ﬁ).exp(—j .2 N )k, 0<l,k<N-1. Matrix Therefore, to evaluate the performance of the LMMSEmators,

A is a diagonal matrix, with itk)th entry denoted ad,, where we calculate the average MSE
Hy is thekth coefficient of channel frequency response and
M o2

H, = D_h(l).exptj .?k 1)

1=0

received signa¥ can be expressed as
Y=F.y=Ad+Fn
where F is the discrete Fourier transform (DFT) matrix an

1 - N H
MSE = — .Tr{ E[(H-H ) H-H_ ) ]} (39)
N

(30)
5. SIMULATION RESULTS

(31) As we mentioned it before, we study the case of Uutignnels
. - CM3 and CM4. For the root raised cosine (RRC) pulgz use an
where H =[H ,H,..,H ] . The purpose of frequency-domainpversampling factor of eight. According to this ghimg rate, time
equalization (FDE) is to eliminate intersymbol ifiéeence (ISI) channel spread is chosen equal to 100 for CM4 @ntbi7 CM3,
within individual transmission blocks. The frequgndomain this corresponds to respectively 4200/8 and 9=70/8
equalizer taps are given by transmitted symbols. This choice enables to ga88¥ of the
H channel energy. The data rate is chosen to be 4fjis Mbone of the
S S— (32 optional data rates proposed for IEEE standard. Sike of the
|Hk|2 +U§/J§ transmitted packets is equal to 2560 BPSK symbuottuding a

This is equivalentto:  H =+/N.F.h

k

. . training sequence of length 512. CIR remains consteer the time
In order to perform frequency-domain channel eqa#bn, the g ation of a packet. The root raised cosine (RRGIse with

rolloff factor 5 = 0.5is employed as the pulse-shaping filter.
In the case of time domain equalization, we hav@stto optimize

estimation of channel coefficientdd , k=0,1,...,N-1, are
required. After FDE and IDFT, the received signeecomes

the number of Rake fingetsand the number of equalizer taps. The
(33) Rake fingers are regularly positioned accordingtitee channel
“F"CAd+E"CFn spread and the number of fingers. For exampléhencase of CM4
. Lo o . channel, withL = 10, the time distance between two consecutive
whereC is anN x N diagonal matrix with it&th diagonal element fingers is equal to 10 samples. Fig. 4 shows tfeeeéf the number
as the frequency-domain equalizer taps. Signalcdeteis then ot aqalizer taps and Rake fingers using MonteeCaitnulation
performed in the time domain. | runs. For LE structure, at high SNR’s, a 20 tapatigar with 1

Rake fingers outperforms a 3 tap equalizer witiRaRe fingers.
—» plf) — Channel —bé—> pl-n) —N—

z=F"CY

Datad| yclic

prefix
R Cyelic
FFT . SIP <— prefix €
. r < removal E ===
A—Y g ==
imaton | TFT (> L > ol

Figure 3 - SC-FDE system i
4.2 Channel Estimation
If we wuse a block of pilot symbols denoted as
pP=[p, P, pNil]T , it is straightforward to rewrite (29) as ‘

Y - P-H + N (34) 0 5 10 San?dB) 20 25 30

Figure 4 - Performance of UWB Rake-MMSE-receiverdifferent

whereP is a diagonal matrix with itkth diagonal elemer® as the | ;
number of equalizer taps and Rake fingers

kth coefficient of the frequency-domain spectrum tbé pilot
sequencep, andN = Fn. It is known by Wiener filtering technique

that the LMMSE estimator can be estimated as At low to medium SNR’s, however, the receiver wittore Rake

fingers outperforms the one that has more equataes but fewer

Hope = Ry RLY (35) Rake fingers. This result can be explained by aesig the fact
B Wy " that at high SNR’s it is mainly the ISI that affecthe system
where R, =EHY']=R,.P (36) performance, whereas at low SNR'’s the system nsialso a major
and R =E[YY']=P.R_.P"+0'. 37) contrlbutlon in system degradation (m_ore &g_nalrg»yneaapture is
w b non required). The performance dramatically improvesemvhthe
number of Rake fingers and the equalizer taps aoeeased

R, and R are the cross-correlation matrix betwéemndY and simultaneously, i.e< = 20,L = 10.

One can observe a BER floor at high SNR’s due eddifficulty for

the autocorrelation matrix ofY, respectively. R~ is the

autocorrelation matrix of channel frequency-domessponseH,
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a linear equalizer to cope with the presence afzeutside the unit
circle. This can be circumvented by the use of Bifcture. For
DFE structure, we use the same number of feedforvard
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backward coefficientsKk. DFE performances are computed byRake-equalizer structure. We focus our attentiortheneffects of
Monte-Carlo computer simulations, using a traingegiuence with the number of Rake fingers and equalizer taps am dtror

length 500 anglz = 0.01 (see (26-27)) and the BER at each SNRpsrformance to optimize this time-domain structufee second
averaged over 100 channel trials. We obtain theesamnmclusions one operates in the frequency domain and in aesicaykrier mode at
as for LE structure, and we found tiat= 20 andL = 10 yields to the receiver. Simulation results clearly illustréte superiority of
the best performances as illustrated on Fig. 4.5Fijustrates the the frequency domain equalizer which exhibits fearaple a gain

MSE of (7) averaged over sliding window blocks @& gymbols
during the training phase and for a particular dehtrial at SNR =
20 dB.

0

-10

-15

MSE (dB)

-20

-25

-30
0

200
time symbols

Figure 5 - MSE for the training phase (DFE),
SNR =20 dBK =20,L =10

250

In the following, and particularly in order to coemp time and
frequency equalization, we will use a optimized RARFE

structure for CM4 wittK = 20,L = 10.

In the case of frequency equalization, we take bhteks of length
256. This means, in order to have a fair comparigith time

domain equalization (training sequence length & &imbols), that
two blocks are used as pilots. Simulation resutis shown here
demonstrate that using two blocks yields to an owpment of 1 dB
over the CM4 channel and 0.7 dB over the CM3 orighét size
only brings marginal improvement.

T o p—— T T

10°

0 2 4

SNR (dB)

Figure 6 - Average MSE for CIR estimation (CM3 atid4
channel)

A CP with length 20 is employed to prevent IBl. Fillustrates
the MSE obtained by averaging (48) over 100 diffeleM3-CM4
channel realizations. One can see that resultsligfgly better for
CM3, which does not constitute a surprising fact ¢lw the higher
selectivity of CM4.

Finally, we compare time and frequency domain egatibn in
terms of BER. We do insist on the fact that the parad systems
use the same symbol training length (512 symblsg. results are
illustrated on Fig. 7. One can see that FDE strectalways
outperforms the combined Rake-DFE receiver. Fomgta, the
gain is equal to 1 dB at BER ="1for the CM4 channel and 0.8 dB
for the CM3 in the same conditions.

6. CONCLUSION

In this paper, we have proposed two approachesgualiee UWB

channels. The first one is in the time domain asésua combined
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of 1 dB at BER = 18 for the CM4 channel.

H-e- scFoE cma

[1 —+ sc FDE cm3

[ —+ Rake-FDE cM3

% Rake-FDE CM4.
T T

2 4

SNR (dB)

Figure 7 - BER performances for Rake-DFE and SC FDE
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