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ABSTRACT

In this paper we analyze and compare the performance of
matched filter (MF) and energy detector (ED) time-of-arrival
estimators based on thresholding in ultra-wide bandwidth
(UWB) dense multipath channels. Closed-form expressions
for the estimator bias and mean square error (MSE) are de-
rived as a function of signal-to-noise ratio using a unified
methodology. A comparison with results based on Monte
Carlo simulation confirms the validity of our analytical ap-
proach. Our analysis enables us to determine the threshold
value that minimizes the MSE, critical parameter for optimal
estimator design. It is shown that the estimation accuracy
mainly depends on large estimation errors due to peak am-
biguities caused by multipath at the output of the MF or ED
and on the fading statistics of the first path. The evaluation of
the performance loss faced by ED estimators with respect to
those based on MF is also carried out. Finally, results based
on experimental measurements in an indoor residential en-
vironment are presented as well to compare the MF and ED
solutions.

1. INTRODUCTION

One of the most attractive capabilities of ultra-wide band-
width (UWB) technology is accurate positioning potential
due to its fine delay resolution [1]. Ranging among two nodes
based on the estimation of the first arriving path can be dif-
ficult in multipath channels especially under the non-line-of-
sight (NLOS) condition in which, the direct path (if it exists)
is not always the strongest one and that makes the estimation
of the time-of-arrival (ToA) challenging.

In additive white Gaussian noise (AWGN) channels the
classical correlation or equivalently, matched filter (MF)
estimator is known to be asymptotically efficient since it
achieves the Craḿer - Rao lower bound (CRLB) for large
signal-to-noise ratios (SNR) [2]. On the other hand, energy
detector (ED) based estimators are gaining a large interest
due to their low complexity implementation at sub-Nyquist
sampling rates [3].

In the presence of multipath, or at low SNR, the output
of the MF and ED estimators exhibits adjacent peaks with
similar height due to noise, multipath, and pulse shape, all
of which engender ambiguity in the selection of the correct
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peak. In this case, the estimation performance is dominated
by large errors(also calledglobal errors) whose magnitude
is greater than the width of the transmitted pulse. As a conse-
quence, ToA estimate tends to be biased and the correspond-
ing mean square error (MSE) increases drastically for SNR’s
below a certain value, a behavior typically known asthresh-
olding phenomena[2].

A simple technique to detect the first arriving path in such
a harsh propagation environment is to compare the output
of the MF and ED with a threshold whose value has to be
optimized according to the operating condition (e.g., SNR),
as will be shown in the following sections.

The adoption of the threshold-based estimators is attrac-
tive because complexity and computational constraints are
often critical issues in applications that require low cost
battery-powered devices (e.g., in wireless sensor networks or
RFID). For these reasons, characterizing the performance for
the threshold-based estimator is of considerable importance.

To the best of authors’ knowledge, most of previous
works evaluate the estimation performance by using asymp-
totic analysis (large SNR) or by simulations/measurements
[4, 5]. Analytical expressions for the bias and MSE of the
estimator in the non-asymptotic regions are often difficult to
compute. In [6], bounds on the variance of the large errors
are derived and the ToA estimation performance is evalu-
ated by simulation, whereas in [3] a semi-analytical approach
aided by simulations is proposed.

In this paper a unified performance evaluation of both
MF and ED threshold-based ToA estimators is addressed for
UWB signals in indoor residential environment. In particu-
lar, the bias and the MSE of the estimation are evaluated as
a function of SNR for various operating conditions, thereby
overcoming the limitation of conventional asymptotic analy-
sis valid only for high SNR. The validity of the methodology
is confirmed by comparing the analytical results with the re-
sults based on Monte Carlo simulations showing good agree-
ment as well as results from experimental measurements.
The evaluation of the performance loss faced by ED estima-
tors with respect to those based on MF is carried out to un-
derstand the tradeoff for a lower implementation complexity.

2. TOA THRESHOLD-BASED ESTIMATORS

We consider a multipath scenario where a single pulsep(t),
with durationTp and energyEp, is transmitted.1 The received
signalr(t) after the ideal bandpass zonal filter (BPZF), with

1For simplicity we consider single pulse transmission. The extension to
multiple pulse transmissions is straightforward.
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bandwidthW and center frequencyfc around the signal band
to eliminate the out-of-band noise, can be written as [7]

r(t) =
L

∑
l=1

αl p(t− τl )+n(t) , (1)

whereL is the maximum number of multipath components,
n(t) is AWGN with zero mean and two-sided power spec-
tral densityN0/2 within the BPZF bandwidthW, whereas
{τ2,τ3, ...,τL,α1,α2, ...,αL} is a set of nuisance parameters
composed of the path gainsαl ’s and delaysτl ’s. The channel
is modeled as tapped delay line whereτl = τ1 + ∆ · (l −1),
with ∆ ≈ Tp is the width of a resolvable time slot and
∆ ·(L−1) is the channel delay spread [8]. According to [7,8],
the complex path gainαl in (1) can be written in general
asαl = bl βl ejφl with βl andφl denoting the paths’ ampli-
tude and phase respectively, andbl being a random variable
(r.v.) taking the values1 (path present) and0 (path absent)
with probabilitypb and1− pb, respectively. In this way both
channel models with random and fixed path delays (by set-
ting pb = 1 where the path is always present) can be approx-
imated. We consider a resolvable multipath channel, i.e.,
|τi − τ j | ≥ ∆ for eachi 6= j. When the multipath is not re-
solvable, the following analysis gives a lower bound on the
achievable performance.

We are interested in the estimation of the ToA of the first
arriving path whereτ = τ1, by observing the received signal
r(t) over the interval[0,T). In the absence of multipath, the
observation of the instantt1 corresponding to the maximum
peak at the output of the MF yields a maximum likelihood
estimate, which is asymptotically efficient, i.e., for high SNR
the estimated ToÂτ becomes unbiased with variance given
by the CRLB [2]

CRLB =
N0/2

Ep α2
1 κ2

, (2)

where the parameterκ2 ,
∫ ∞
−∞ f 2|P( f )|2d f /Ep represents

the second moment of the spectrumP( f ) of p(t).
In a multipath environment, the presence of noise and

fading can strongly affect the ToA estimation. In the MF
based scheme, one possible procedure is a two-stage process.
First, detect the portion of the observation interval in which
the first path is located by comparing the output of a recti-
fier device (or, equivalently, a square-law device inserted af-
ter the MF to remove sign ambiguity of the path amplitude)
to a fixed thresholdλ [2]. Then make a fine delay estima-
tion by peak searching.2 The output of this maxima search,
subtracted by the MF delayTd, is taken as the estimate of
the ToAτ. A second procedure is to consider an ED whose
output is compared to the thresholdλ [3]. The first thresh-
old crossing event is taken as the estimate of the ToA. In
both cases the performance of the detection process, hence
of the ToA estimation, depends on the choice of the thresh-
old λ which plays important role in the optimum design of
threshold-based ToA estimators.

3. BIAS AND MSE OF THE ESTIMATORS

We subdivide the observation interval intoN = T/∆ slots of
length∆. In the following analysis, we approximate noise

2If particular complexity constraints are present, the refinement stage
can be skipped. In this case our analysis will provide a lower bound on the
achievable performance.

samples taken in different slots to be statistically indepen-
dent. Note that the interval[0,τ − ∆/2], corresponding to
the firstNf = τ/∆ slots, contains only noise signal (noise re-
gion), whereas the interval[τ−∆/2,T], corresponding to the
remainingNm = N−Nf slots, may contain, in addition to the
noise, dense multipath echoes (multipath region).3 We num-
ber the slots starting from that containingτ, so that slots1, 2,
3,...,Nm correspond to the multipath region, whereas slots0,
−1,−2, ...,−Nf +1 correspond to the noise region. The true
ToA τ is contained in the slot1.

3.1 Characterization of MF Estimator Decision Variable

In the presence of multipath, the rectifier device output
v(MF)(t) can be written, using (1), as4

v(MF)(t) =

∣∣∣∣∣
L

∑
l=1

αl Φp(t− τl )+z(t)

∣∣∣∣∣ , (3)

whereΦp(τ) is the autocorrelation function of the pulsep(t)
andz(t) is the colored Gaussian noise at the output of the MF
with autocorrelation functionΦz(τ) = N0 Φp(τ)/2. Note that
Φz(τ)' 0 for |τ| ≥ Tp, hence noise samples taken at instants
more than2Tp apart are independent.

It is convenient to define

v(MF)
l , v(MF)(tl ) =

∣∣αl Φp(0)+zl
∣∣ 1≤ l ≤ L (4)

as the values ofv(MF)(t) at tl = τl , wherezl , z(tl ), and

q(MF)
k ,

{
P

{
v(MF)

k > λ
}

1≤ k≤ L

P{|z(t)|> λ} otherwise,
(5)

which is the probability that the modulo of the MF output
exceeds the thresholdλ at timeτk (when1≤ k≤ L) and the
probability that only noise components overcome the thresh-
old (whenk = ...− 2,−1,0,L + 1,L + 2, ...). The latter is
given by

q(MF)
o , q(MF)

k = P{|z(t)|> λ}= 2Q

(
λ
σ

)
, (6)

whereσ2 = Φp(0)N0/2 = EpN0/2 andQ(·) is the Gaussian
probability integral.

We also define the following ratios: the SNR re-
lated to the (average) energy of the first arriving path
SNR , EpE

{
α2

1

}
/N0 and the threshold-to-noise ratio

(TNR) TNR , λ/N0. Without loss of generality we con-
sider the normalizationE

{
α2

1

}
= 1 whereE{·} denotes the

statistical expectation.

3.2 Characterization of ED Estimator Decision Variable

For the ED estimator, the sampled outputs at each time slot
can be written as [3]

v(ED)
k =

∫ (k−1)∆+τ+∆/2

(k−1)∆+τ−∆/2
|r(t)|2dt . (7)

3The parametersN andNf are approximated as the integer closest toT/∆
andτ/∆, respectively.

4For the purpose of the analysis, without loss of generality, we can set
Td = 0.
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Also in this case we define

q(ED)
k , P

{
v(ED)

k > λ
}

(8)

where in the noise region, i.e., fork= ...−2,−1,0,L+1,L+
2, ..., v(ED)

k have a centralized Chi-square distribution with
M = 2W∆ degree of freedom [3,9]. We have [3]

q(ED)
o , q(ED)

k = exp(−TNR)
M/2−1

∑
i=0

TNRi

i!
. (9)

Since noise samples taken in different slots are statis-
tically independent,vk defined in (4) and (7) are statisti-
cally independent. In the following for notation convenience,

q(ED)
k andq(MF)

k will be denoted withqk.

3.3 Analytical Methodology Formulation

Armed with the definitions above, we now proceed with the
formulation to obtain the bias and MSE of the threshold-
based ToA estimator. Based on the Total Probability The-
orem, the bias and MSE of the ToA estimate can be written
respectively as [10,11]

µ = E{τ̂− τ}=
Nm

∑
n=−Nf+1

Pn ·E
{
(τ̂− τ)

∣∣slotn
}

(10)

+Pmiss·E
{
(τ̂− τ)

∣∣miss
}

MSE= E
{
(τ̂− τ)2} =

Nm

∑
n=−Nf+1

Pn ·E
{
(τ̂− τ)2

∣∣slotn
}

+Pmiss·E
{
(τ̂− τ)2

∣∣miss
}

(11)

wherePn is the probability of the first level crossing occur-
rence in slotn (responsible for large errors ifn 6= 1) andPmiss
is the probability of the “no level crossing” event. The terms
E

{
(τ̂− τ)

∣∣slotn
}

= (n− 1)∆ and E
{
(τ̂− τ)2

∣∣slotn
}

=
[n(n− 2) + 13/12]∆2 are, respectively, the bias and MSE
conditioned on the first level crossing occurrence in slotn.
We assumed that the estimation error is uniformly distributed
in thenth slot.

When the MF estimator is adopted, to obtain good
asymptotical behavior, the bias and MSE, conditioned
on the threshold crossing in slot1, can be replaced by
the asymptotic performance of the ML estimator, i.e.,
E

{
(τ̂− τ)

∣∣slot1
}

= 0 andE
{
(τ̂− τ)2

∣∣slot1
}

= CRLB re-
spectively [2], which tends to zero as SNR increases. Us-
ing the ED estimator a floor on the MSE conditioned on
the first level crossing event in slot1, is present, i.e.,
E

{
(τ̂− τ)2

∣∣slot1
}

= ∆2/12, regardless of the SNR.
The termsE

{
(τ̂− τ)

∣∣miss
}

andE
{
(τ̂− τ)2

∣∣miss
}

are
related to the bias and MSE conditioned to the “no level
crossing” event according to the peak miss policy adopted.
One possibility is to choosêτmiss = T/2, i.e., in the
middle of the observation interval.5 In this case, it

5Another possibility is to retry with a lower threshold until a level cross-
ing occurs or consider the maximum peak.

is E
{
(τ̂− τ)

∣∣miss
}

= τ̂miss− τ, andE
{
(τ̂− τ)2

∣∣miss
}

=
(τ̂miss− τ)2.

Since the noise samples in different slots are statistically
independent, the evaluation of probabilitiesPn is consider-
ably simplified. In the noise region we have

Pn = qo (1−qo)Nf+n−1 , (12)

for −Nf < n≤ 0. This corresponds to the probability of a
level crossing in slotn, preceded by no level crossing inNf +
n− 1 slots. In the multipath region, assuming independent
fading among different paths, we have

Pn = qn (1−qo)Nf
n−1

∏
k=1

(1−qk) , (13)

for 0 < n≤ Nm. This corresponds to the probability that a
level crossing at time indexn is preceded by no level crossing
in the Nf slots composing the noise region and in the first
n− 1 slots in the multipath region. The probability of no
level crossing is simply the probability that none of the peaks
cross the threshold, i.e.,

Pmiss= (1−qo)Nf ·
Nm

∏
k=1

(1−qk) . (14)

3.4 Evaluation of Probabilitiesqk

In order to evaluate (12), (13) and (14) (and ultimately the
bias and the MSE), we must provide an expression for the
probabilitiesqk (k = 1,2,...,L) defined in (5) and (8) through
the adoption of a suitable channel model for the paths’ am-
plitudes. The probabilities for other values ofk are given by
qo defined in (6) and (9). According to [7], thekth path am-
plitudeβk is a Nakagami-m r.v. with parametersmk (fading
parameter,mk ≥ 0.5) andE

{
β 2

k

}
= Λk. The phaseφk can

take the values{0,π} with equal probability.
The evaluation ofqk for k = {1,2, ....,L} when the MF

estimator is adopted is presented in [10, 11]. In the ED esti-
mator case, we derive an expression by extending the semi-
analytical result in [3].

Following the sampling approach similarly as done in [9],
the r.v. vk, conditioned to the path amplitudeβk, has a cen-
tralized Chi-square distribution withM = 2W∆ degree of
freedom ifbk = 0 (path absent). Whenbk = 1 (path present),
vk has a non-centralized Chi-square distribution with central
parameterEp β 2

k which represents the signal energy in the
slot k. The probabilityqk

∣∣
βk

conditioned on the path ampli-

tudeβk is then given by

qk
∣∣
βk

= P

{
vk > λ

∣∣∣∣
βk

}
(15)

= (1− pb)qo + pbQM/2

(√
2SNRβ 2

k ,
√

2TNR

)
,

where Qm(·, ·) denotes the Marcum-Q function. By averag-
ing over the path’s amplitudeβk we obtain the final expres-
sion forqk
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Figure 1: Example of channel power delay profile under
NLOS condition

qk = (1− pb)qo + pbE
{

QM/2

(√
2SNRβ 2

k ,
√

2TNR

)}

= qo + pb

∞

∑
h=M/2

e−TNR TNRh

h!

[
1−

h−M/2

∑
i=0

Γ(mk + i)
Γ(mk) i!

×
(

1
1+SNRΛk/mk

)mk
(

SNRΛk/mk

1+SNRΛk/mk

)i
]

, (16)

whereΓ(·) is the Euler gamma function.

4. MEASUREMENTS AND DATA ANALYSIS

4.1 Measurement Setup and Environments

In order to evaluate the performance of the threshold-based
ToA estimator under realistic channel condition, an UWB
experiment was performed in the indoor residential envi-
ronment. Measurements were conducted in the frequency-
domain in which the channel transfer function (CTF) was
measured. During the measurements, the vector network an-
alyzer (VNA) was set to transmit1601 continuous waves
tones uniformly distributed over the3− 10 GHz frequency
range, which results in a frequency step of4.375MHz. This
frequency resolution gives maximum excess delay of about
229.6 ns and maximum distance range of approximately68.6
m. For more details of the measurement campaign, please re-
fer to [12,13].

Field measurements have been conducted in various
types of high-rise apartment. In each apartment, the transmit-
ter (TX) was placed at the center of the living room, while the
receiver (RX) was moved throughout the apartment around
8− 10 different positions with TX-RX separation ranging
from 1−20 m. We refer this different RX positions aslocal
points [12, 13]. Both LOS and NLOS scenarios were con-
sidered which include “within-room” and “room-to-room”
propagation conditions where all doors and windows were
closed during the measurements. Two levels of measure-
ments were performed. Firstly, the random placements of RX
throughout the apartment and secondly, the RX was moved
25 times around each local point. These25 spatial measure-
ments were arranged over a5× 5 square grid with15 cm
spacing between adjacent points. Each point on the grid is
referred as aspatial point. During the measurements, both
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Figure 2: Estimator bias versus TNR (dB) for different SNR
values. Comparison between analytical and Monte-Carlo
simulation results.

TX and RX antennas and the channel were kept stationary by
ensuring there was no movement in the physical surrounding
environment. However, in order confirm the time-invariant
nature of the channel, at each spatial point,30time-snapshots
of the complex CTFs were recorded.

4.2 Data Analysis

By assuming that the channel is quasi-static, averaging is
carried out over the time-domain for each block of30 time-
snapshots of CTFs. The resultant time-averaged CTFs are
post-processed by frequency domain Hamming windowing
prior to transformation into the time domain. The windowed
time-averaged CTFs were transformed into the channel im-
pulse responses (CIRs) through the real passband inverse
Fourier transform (IFT). The spectrum is obtained by first
zero-padding the complex CTF down to DC, and then flip-
ping the complex conjugate of the positive spectrum to the
negative frequencies to give the complete symmetric spec-
trum. This guarantees the IFT would be real. A detailed com-
parison between these two analysis techniques is reported
in [12]. The initial delay for each of the transmission links
was eliminated from the CIR in order to remove the propaga-
tion effect due to the TX-RX separation. This adjustment can
be done based by setting the ToA of the first detectable path
in each CIR equal to zero. Thus, this enabling various data
sets from each of the TX-RX combinations to be aligned and
compared. For the LOS data, the first arrival path is identi-
fied within 10 dB and10 ns from the peak power, while for
the NLOS data, first arrival path is identified within10 dB
and50ns from the peak power.6 A cutoff threshold of30dB
below the strongest path was applied to the CIR so that any
paths below this threshold are set to zero. By setting such
a strict threshold level, unwanted noise spikes can be elimi-
nated and can ensure that only the effective paths are used by
the threshold-based ToA estimator.

Fig. 1 depicts the typical small-scale averaged power de-
lay profiles (SSA-PDP) under the NLOS condition obtained

6Due to the noise averaging process performed during the measurement
process, the CIR can be considered noise quasi-free thus making the identifi-
cation of the first arrival path reliable. Different SNR conditions are created
by adding artificial Gaussian noise.
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Figure 3: RMSE versus TNR (dB) for different SNR values.
Comparison between analytical and Monte Carlo simulation
results.

by averaging25 PDPs at each local point. We see clearly
that the first arriving path is strongly attenuated, and the
maximum in the SSA-PDP occurs only after about20 ns.
These characteristics of UWB channels are significant for
precision ranging and localization applications especially to
the design of threshold-based ToA estimator, since the tech-
nique requires the detection of thefirst arriving path and not
the strongest path. Detection of such a week component
in a noisy environment can be quite challenging and will
be shown was taken into account in our proposed analytical
model.

5. NUMERICAL RESULTS AND DISCUSSION

5.1 Validation of the Analytical Methodology

In this section, we provide numerical illustrations using an-
alytical results obtained in previous sections. We consider
a dense multipath channel with exponential power delay
profile where the average path power gains are given by
Λl = e−∆(l−1)/ε for l = 1,2, ...,L [7]. The parameterε de-
scribes the multipath spread of the channel. As in [10, 11],
we choose∆ = 2 ns,L = 32, ε = 6 ns,pb = 1 andml = 2 for
our numerical examples.

Next we evaluate the bias and root MSE, RMSE=√
MSE, of the estimation error of our proposed threshold-

based ToA estimator forτ = 20 ns,T = 100ns,W = 4 GHz
and the second derivative Gaussian monocycle pulse with
Tp = 1 ns (κ2 = 10π 1018 s−2).

Figs. 2 and 3 show the bias and the RMSE as a function
of the TNR for different values of SNR. It can be seen that
for small values of TNR the estimated ToA tends to be neg-
ative due to false alarms in the noise region, whereas large
TNRs lead to positive bias in the estimate, due to the pres-
ence of multipath. For very large values of TNR, the bias
is related to the miss policy adopted when no level crossing
is present. There is an optimum value of the threshold, de-
pending on the SNR, which makes the estimation unbiased
and minimizes the MSE. Figs. 2 and 3 also report the Monte
Carlo simulation results (points) for comparison. It can be
noted that our analytical results are in good agreement with
simulation results for a wide range of SNRs.
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Figure 4: MSE versus the SNR using optimum values ofλ .
Comparison with the CRLB.

Fig. 4 shows the MSE as a function of SNR obtained by
considering the optimal value ofλ that minimizes MSE for
each SNR. In this figure, we consider the cases where the
first path is subjected to Nakagami fading withm1 = 2 and
m1 = 10 , respectively. The former case is typical for NLOS
situations, whereas the latter case is typical for line-of-sight
(LOS) situations with essentially no fading. In this situation
the MF based detector results to be more convenient only for
SNR> 20dB. The results are compared to the CRLB. As can
be seen in the figure, at high SNR, the ED performance shows
a floor equal to∆2/12, whereas the MF performance tends to
the CRLB with a behavior depending on the fading of the first
path. In the presence of severe fading in the NLOS case, the
ToA estimator performance tends slowly to the CRLB only
for large values of SNR due to large errors and fading. For
low SNR the received signal is highly unreliable and the ToA
estimation error is on the order of the observation interval
width. In the transition region the performance is far from
that predicted by the CRLB, i.e., it is dominated by large
errors. When the first path is subjected to small fading in the
LOS case, the convergence to the CRLB is faster despite the
presence of the multipath components.

5.2 Comparison with Measurement Data

We now compare the performance of the MF and the ED
with experimental data obtained from a measurement cam-
paign described in the previous section. Measurement data
obtained from Apartment1 when RX is located at position3,
and7 (see the measurement plan in [12]), which represents
SNR at14 and21 dB, respectively, are used for the perfor-
mance comparison. The average distance between the TX
and the RX is5−6 m. The impulse shapep(t) is obtained
from the reference CIR,href(τ) measured at1.3 m under the
LOS condition and the true ToA isτ = 20 ns. Figs. 5 and 6
show the bias and RMSE of the estimation error, respectively,
versus the TNR in two different conditions, SNR= 14and21
dB for both MF and ED cases. Under the low SNR (i.e.,14
dB), both ED and MF estimators offer a similar performance,
whereas at higher SNR (i.e.,21 dB) the MF estimator pro-
vides a better performance according to what foreseen by the
theoretical study.
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6. CONCLUSIONS

Threshold-based ToA estimator performance using MF and
ED are characterized in UWB channels. In particular, expres-
sions for the estimators bias and MSE are derived for a wide
range of SNRs, thus overcoming the limitation of classical
asymptotic analysis valid only for high SNR. Results show
that the peak selection ambiguity at the MF or ED device
output is dominant in the presence of multipath and when
the first arrival path is subjected to severe fading, which is
typical of NLOS situations. This leads to large estimation er-
rors resulting in considerable performance degradation when
compared to the CRLB, except for extremely high SNRs. A
comparison of our analytical results with the results based on
simulations confirms the validity of our approach. Based on
our analysis, good estimators can be designed by determining
the threshold value that optimizes the performance without
the need for time-consuming simulations. The performance
of the MF and ED ToA estimators is also compared by con-
sidering real measurements taken in typical indoor residen-
tial environment. Results confirm that MF based receivers
are more suitable to be deployed for short-range LOS appli-
cations when SNR is relatively high and high ranging accu-
racy is desired. On the other hand, for longer range appli-
cations with low SNR, ED based estimators are desirable in
order to reduce the implementation complexity and cost.
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