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ABSTRACT

In this paper, an adaptive-subband-based Radio Frequency
Interference (RFI) cancellation method for VDSL systems is
developed. The use of subband adaptive IIR notch filter with
a specific developed excision algorithm offers a solution in
low Interference to Signal Ratio (ISR) environment. The di-
vision of a fullband problem into several subbands improves
the tracking ability of the Fullband Adaptive Notch Filter
(FANF) in low ISR, since the noise variance is reduced in
each subband and offers faster convergence speed, due to
decimation. In this paper, we compare the performances of
the subband method with the classical fullband method us-
ing the normalized-stochastic-algorithm-based IIR Adaptive
Notch Filter (ANF).

1. INTRODUCTION

VDSL system is a promising technology that provides fast
data connection (up to 52 Mbps). As the VDSL transmission
bandwidth is extended between 1.1 to 30 Mhz, a VDSL re-
ceiver has to face Radio Frequency Interference (RFI) from
Amplitude Modulation (AM) radio stations, Short Wave
(SW) radio stations and mainly amateur SW radio. The RFI
is considered as the main disturbance source that can be dam-
aging to VDSL receiver. The power density level of the RFI
signal depends on the interference distance to the VDSL re-
ceiver.
As the RFI signal band is narrow with respect to the VDSL
receiver spectrum, the RFI signal can be modeled as a sum of
sinusoids and the VDSL signal as a noise. An adaptive RFI
suppressor should converge fast to the incident frequency and
for different levels of power density of the RFI signal. Usu-
ally, adaptive IIR notch filter can be used as an adaptive RFI
suppressor (see for example [1], [2], [3]).
The high accuracy of the sine wave frequency estimates is
important to guarantee that the narrow notches will cancel the
input sine wave. A statistical analysis, done in [4], shows that
the accuracy of the sine wave is associated with the choice
of the filter bandwidth and the Interference to Signal Ratio
(ISR). The narrower the bandwidth and the larger the ISR,
the smaller the distortion in the wide band component of the
filter is achieved.
The proposed structures of adaptive IIR notch filters exploit
the fullband of the observed signal. The performances of
these structures are extremely limited for low ISRs ([1], [2]).
This has motivated the use of Subband Adaptive Notch Filter
(SANF).
The advantage of subband adaptive filter is due to decima-
tion since theM times longer sampling period increases the

convergence rate of the applied algorithm with respect to the
fullband case. Others advantages of this structure includethe
reduction of noise variance, as the subbands have reduced
bandwidth than the fullband. On top of that, computationally
efficient and memory-saving implementations for the sub-
band splitting can be achieved through modulated filters [5].
In the following, section 2 presents the fullband system
model. In section 3, we introduce the adaptive subband
IIR notch filter. Then, a technique based on threshold is
introduced to detect the branch which contains the sinu-
soidal component. Simulation results confirm that the pro-
posed structure converges faster and gives better perfor-
mances for low ISR compared to Fullband Adaptive Notch
Filter (FANF).

2. POOR PERFORMANCES OF FULLBAND
SYSTEM FOR LOW ISR

This paper deals with the detection of one source of RFI.
Since, the RFI can be modeled as a sine wave, we will be
interested in the estimation of the unknown frequencyw0, of
a pure sine waves(n), immersed in a noiseu(n) :

y(n) = s(n)+u(n) (1)
= α sin(w0n+ ϕ)+u(n),

whereα is the amplitude of the sinusoid,ϕ is its random
phase andu(n) is an additive noise which is assumed to be
independent ofs(n).
Usually, 2nd order IIR filters with constrained parameteriza-
tions are used as a structure in a notch-based-estimation tech-
nique. The structure, presented by [4], is typically used in
practice. It has the following expression :

H(z) =
1+a(n)z−1+z−2

1+a(n)rz−1+ r2z−2 (2)

=
A

(

z−1
)

A(rz−1)
,

whereA(z) = 1+a(n)z+z2, a(n) = −2cosw(n), w(n)is the
frequency estimate and the parameterr (0≤ r < 1) is known
as the pole contraction factor.
The basic idea underlying notch-filters-based estimation
techniques is the minimization, with respect toa(n), of the
Mean Square Error (MSE) of the notch filter outpute(n), fed
by the observation signaly(n). It leads to minimize the cost
function :

J(n) = E
(

e2 (n)
)

. (3)
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To adjust the filter coefficienta(n) of the above notch fil-
ter form, we will use the normalized stochastic algorithm
(NLMS). The update equations, considered in this paper are
given by :

a(n+1) = a(n)−
µ

β (n)
e(n)ψ(n), (4)

β (n+1) = λ (n)β (n)+ |ψ (n)|2 ; (5)

whereµ is the step size,λ (n) is a varying forgetting factor
andψ(n) is the differential ofe(n) with respect toa(n) and
is referred to as the gradient error estimation.
Most of the existing implementations of the ANF deal with
the fullband implementation (see references cited therein).
It has been shown that the accuracy of the minimum-mean-
square-error based ANF depends on two parameters : the
interference to signal ratio (ISR) and the pole contraction
factorr of the notch filter [2].
The influence of the ISR on the accuracy of the frequency
estimate, when the pole contraction factor is chosen close to
1, is presented in the following.
The input sine wave has unit magnitude and is corrupted
by zero-mean white gaussian noise. The frequency of the
input sinusoid,w0, was 0.15. Sincer and λ (n) affect the
convergence speed of the algorithm, we apply the algorithm
with small values forr andλ (n) at the beginning of the algo-
rithm’s operation and increase their values later. Therefore,
an exponential function is often used. In these simulations,
the values ofr andλ (n) are set varying from 0.9 to 0.995.
Table 1 presents the variance of the estimated frequency
for different ISRs. In this simulation, we have done 100
independent experiments for signals with various ISRs.
As can be seen from this table, when ISR= 5 dB, the FANF
performs well. WhenISR= 0 dB, the variance of the
estimated frequency increases, so the tracking performance
of the algorithm reduces. Morever, some realizations have
outlier performances, due to local instability of the adaptive
IIR fullband notch filter. The experiment is considered as
outlier occurring if the frequency estimate is not close to
the typical behavior. As expected, the number of outliers
increases significantly for low ISRs, since the condition of
instability situation increases.

Table1 : FANF simulation results of 100 independent
experiments for sine wave in additive white noise.

ISR (dB) FANF

5 8.7462×10−9

0 0.0649
−5 0.83
−10 1.2691

Employing subband decomposition, we outperform the con-
ventional frequency domain of fullband system. Since the
input signal is decomposed into several subbands, the noise
variance is reduced and so, we get a higer ISR level. In this
paper, we introduce an alternative notch-based-estimation
technique employing subband decomposition to improve the
algorithm performance to track the desired frequency for low
ISR level.

3. FILTER BANK FOR RFI CANCELLATION

3.1 Design of adaptive subband IIR notch filter

Filter bank is used to divide the received signal into several
subbands (analysis part). The input signaly(n) is split intoM
subbands, using an adequate analysis filters, decimated and
then an adaptive notch filter is used in each band to estimate
the desired frequency. The interference detector presented
in this paper is based on a Modulated Filter Bank (MFB).
This structure has emerged as an optimum filter bank with
respect to implementation cost and design ease since only
the prototype filter is designed ([5], [6], [7], etc...).
Figure 1 shows the block diagram of the proposed SANF
for the RFI cancellation. LetFk(z) the transfer function of
the analysis filter in thekth subband where 0≤ k ≤ M − 1.
We noteyk(n), the filtered and downsampled version of the
original signaly(n) andLk(z), the adaptive IIR notch filter in
subbandk, attempting to minimize the subband error signal
ek(n) in this branch. The expression ofLk(z) is :

Lk(z) =
Ak

(

z−1
)

Ak (rz−1)
, 0≤ k≤ M−1; (6)

whereAk (z) = 1+ ak(n)z+ z2; ak(n) = −2coswk(n) is the
adjusted coefficient in branchk andwk is the unknown fre-
quency in this branch.
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Figure 1: Multi-band implementation of the adaptive IIR
notch filter.

To explain the principle of interference detection, we will
consider a two-subband filter bank that can be extended to the
multi-band scheme.
In our scheme of RFI cancellation, we must identify the
branch which contains the sine wave and reject the other
branch from our schema of suppression.

3.2 The excision principle

The detection of the sinusoid is based on thresholds. A sim-
ple effective way is to measure the powers of the subbands,
at the inputPk

y = E(y2
k(n)) and at the output of the adaptive

notch filterPk
e = E(e2

k(n)), wherek = 0,1 designs the sub-
band number.
The subband with lower output-power to input-power ratio

ρk =
Pk

e
Pk

y
contains the sinusoidal term and in this case the sine

wave frequency estimate is given by the adjusted coefficient
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ak(n) of the filter Lk(z). Due to decimation, the filter coef-
ficient estimate ˆa(n) is related to the parameter estimate in
each branch as follows :

â(n) =

{ √

2−a0(n) if ρ0 ≤ θ andρ1 > θ
−

√

2−a1(n) if ρ1 ≤ θ andρ0 > θ
, (7)

whereθ is the threshold.
To fix the thresholdθ , we will express the signal power at
the output of the notch filterPk

e . It is easy to see thatPk
e can

be calculated as follows :

Pk
e = E

(

e2
k(n)

)

=
1

2π j

∮

Lk(z)Lk(z
−1)Sk

y(z)z
−1dz, (8)

whereSk
y(z) is the power spectrum ofyk(n). If yk(n) con-

tains the sine wave, it can be split into the power spec-
tra of sk(n), the sinusoidal component anduk(n), the noise,
namely:Sk

y(z) = Sk
s(z)+Sk

u(z).
We consider a white noise with varianceσ2

u and the random
phase of the sine wave is uniformly distributed in the interval
[0,2π [. Thanks to equtions (8) and (6), we have :

Pk
e = Ek

s(wk)+Ek
u(wk). (9)

The expressions ofEk
s(wk) andEk

u(wk) are (see appendix A):

Ek
s(wk) = 2α2 (cos(w0)−cos(wk))

2

h(wk,w0, r)
, (10)

where

h(wk,w0, r) =
(

1− r2)2
−4r(1+ r2)cos(wk)cos(w0)+

4r2(

cos2 (wk)+cos2 (w0)
)

and

Ek
u(wk) = σ2

u
−2(3r −1)cos2 wk +(1+ r)

(

1+ r2
)

(r +1)
[

(

1+ r2
)2

−4r2 cos2 wk

] . (11)

Three cases that allow as to specify the threshold can occur.
a) First case: A sinusoid exists in the branchk and it is de-
tected by the SANF. In these conditions, we have :

{

Pk
y = α2

2 +
σ2

u
2

Pk
e ' Ek

u(w0)
. (12)

b) Second case: A sinusoid exists in the branchk and it is’nt
detected by the SANF. In these conditions, we have :

{

Pk
y = α2

2 +
σ2

u
2 ,

Pk
e = Ek

s(wk)+Ek
u(wk) with wk 6= w0.

(13)

c) Third case: A sinusoid does’nt exist in the branchk. In
these conditions, we have :

{

Pk
y =

σ2
u
2 ,

Pk
e = Ek

u(wk) with wk 6= w0.
(14)

It is important to note that the shape ofρk in these three cases
induces the adequate threshold.

The figure 2 plots the shape of 2Ek
u(wk)/σ2

u in the ranges of
wk ∈ [0,π ] andr ∈ [0,0.999], which corresponds toρk for the
third case.
The figure 3 plots the shape ofρk, for the first case and the
second case, in the ranges ofwk ∈ [0,π ], and for different
ISR levels.
Let g(wk,w0, r) = (Ek

s(wk)+Ek
u(wk))/(α2

2 +
σ2

u
2 ). From fig-

ure 3, we note thatg(wk,w0, r) is minimum and its value is
always less to 1 for the correct detectionw = w0. When the
sinusoid is not detected,wk a value far from the frequency
w0, we note that the value ofg(wk,w0, r) is greater than 1.
So, a thresholdθ = 1 can be chosen, when the contraction
pole is too close to 1.
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Figure 2: Shape of the function 2Ek)
u (wk)/σ2

u in the ranges
wk ∈ [0,π ] andr ∈ [0,0.999].
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Figure 3: Shape of the functiong(wk,w0, r) in the rangewk ∈
[0,π ], r = 0.99,w0 = 0.5.

4. PERFORMANCE COMPARISON

Two simulations are analysed in order to compare SANF and
FANF performances.
In the first experiment, we consider the same simulation con-
ditions as introduced above. We present a table that sum-
marizes the resulting variance statistics of the sine wave fre-
quency estimate. We have tried 100 independent experiments
using SANF for different subband numbers.
From Table 1 and Table 2, we observe that SANF has nearly
identical tracking performances as the FANF when ISR=5
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dB. For low ISR, inferior to 0 dB, while FANF fail to obtain
correct frequency estimate, the SANF reduces the number of
failed cases and improves the tracking performances of the
fullband adaptive notch filter. The ability of the algorithmto
track the desired frequency increases with the number of sub-
bands. For example, when the number of bands is equal to
16, the SANF converges accurately to the correct estimate in
all the experiences for ISR=-5 dB (variance=3.5311×10−9).

Table2 : SANF simulation results of 100 independent
experiments for sine wave in additive white noise.

ISR SANF SANF SANF
dB (M=2) (M=4) (M=16)

5 8.2944×10−10 3.1933×10−10 1.4146×10−10

0 0.0036 8.361×10−9 2.4231×10−10

−5 0.076 0.0057 3.5311×10−9

−10 0.8018 0.5429 0.1949

In the second simulation, we compare the convergence
speed of SANF and FANF. The ISR is equal to 5 dB. We
consider the same signal as in last simulations.
The frequency estimation of FANF and SANF is showed in
figure 4. The convergence of the SANF is faster than the
FANF. Indeed, to achieve a frequency estimate that deviates
from the truth frequency by 0.01, FANF needs 850 iterations
while the SANF (M=2) converges at 250 iterations and
SANF (M=16) converges at 50 iterations.
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Figure 4: Frequency estimation of FANF and SANF (M=2,
M=16), ISR=5 dB.

5. CONCLUSION

We have presented a subband implementation of adaptive
IIR notch filter algorithm. This scheme has faster conver-
gence rate and the high accuracy of the sine wave frequency
estimate for low ISR than the fullband case. This result is
obtained due to an adequate choice of the threshold.
It is interesting to generalize this analysis for colored
noise and for input signal consisting of a finite number of
sinusoids.

Appendix A

We use residue calculations to establish the expressions of
Ek

s(wk) andEk
u(wk) (equations (10) and (11)).

Ek
s(wk) =

1
2π j

∮

Lk(z)Lk(z
−1)Sk

s(z)z
−1dz

=
α2

2
Re

∣

∣Lk
(

ejw0
)∣

∣

2

= 2α2 (cos(w0)−cos(wk))
2

h(wk,w0, r)
,

where

h(wk,w0, r) =
(

1− r2)2
−4r(1+ r2)cos(wk)cos(w0)+

4r2(

cos2 (wk)+cos2 (w0)
)

and

Ek
u(wk) =

σ2
u

4π j

∮

Lk(z)Lk(z
−1)Sk

u(z)z
−1dz

=
σ2

u

4π j

∮

Ak (z)
z(z2Ak (rz−1))

Ak (z)
Ak (rz)

dz r< z<
1
r

= σ2
u
−2(3r −1)cos2wk +(1+ r)

(

1+ r2
)

(r +1)
[

(1+ r2)
2
−4r2cos2wk

] .
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