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ABSTRACT
We present an high-quality image deblocking algorithm based on
the shape-adaptive DCT (SA-DCT) [20, 21]. The SA-DCT is a
low-complexity transform which can be computed on a support of
arbitrary shape. This transform has been adopted by the MPEG-4
standard [13] and it is found implemented in modern video hard-
ware.

The use of this shape-adaptive transform for denoising and de-
blurring has been recently proposed [5, 4, 6], showing a remarkable
performance.

In this paper we discuss and analyze the use of this approach
for the deblocking of block-DCT compressed images. Particular
emphasis is given to the deblocking of highly-compressed color im-
ages.

Extensive simulation experiments attest the advanced perfor-
mance of the proposed Þltering method. The visual quality of
the estimates is high, with sharp detail preservation, clean edges.
Blocking and ringing artifacts are suppressed while salient im-
age features are preserved. The SA-DCT Þltering used for the
chrominance channels allows to faithfully reconstruct the missing
structural information of the chrominances, thus correcting color-
bleeding artifacts.

1. INTRODUCTION

The new JPEG-2000 image compression standard solved many of
the drawbacks of its predecessor. The use of a wavelet transform
computed globally on the whole image, as opposed to the localized
block-DCT (B-DCT) (employed e.g. by the classic JPEG), does not
introduce any blocking artifacts and allows it to achieve a very good
image quality even at high compression rates.

Unfortunately, this new standard has received so far only very
limited endorsement from digital camera manufacturers and soft-
ware developers. As a matter of fact, the classic JPEG still dom-
inates the consumer market and the near-totality of pictures circu-
lated on the internet is compressed using this old standard. More-
over, the B-DCT is the work-horse on which even the latest MPEG
video coding standards rely upon. There are no convincing indica-
tors suggesting that the current trend is about to change any time
soon. All these facts, together with the ever growing consumer
demand for high quality imaging, makes the development of ad-
vanced and efÞcient post-processing (deblocking, deringing, etc.)
techniques a very actual and relevant application area.

In this paper we propose a novel method for the restoration of
B-DCT compressed grayscale and color images. It is based on the
pointwise shape-adaptive DCT (SA-DCT) [5] approach and its char-
acterized by a high quality of the Þltered estimate.

The SA-DCT [20, 21] is a generalization of the usual sepa-
rable block-DCT (B-DCT) which can be computed on a support
of arbitrary shape. It is obtained by cascaded application of one-
dimensional varying-length DCT transforms Þrst on the columns
and then on the rows that constitute the considered support. Thus,
it retains the same computational complexity of the B-DCT. The
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SA-DCT has been originally developed for coding non-rectangular
image patches near the border of image objects, in such a way to
minimize the stored information and to avoid the ringing artifacts
(Gibbs phenomenon) that would appear in correspondence with
strong edges. Because of its low-complexity, the near-optimal de-
correlation and energy compaction properties (e.g. [20],[11]), and
its backward-compatibility with the B-DCT, the SA-DCT has been
included in the MPEG-4 standard [13], where it is used for the cod-
ing of image segments that lie on the video-object�s boundary. The
recent availability of low-power hardware SA-DCT platforms (e.g.
[2],[12]) makes this transform an appealing choice for many image-
and video-processing tasks.

The Þrst attempt to use of SA-DCT for image denoising was re-
ported by the authors in [5]. The original version of the method has
been reÞned and a shape-adaptive transform-domain deconvolution
Þlter for image deblurring has also been developed [4]. Further,
a color version of the denoising algorithm has been proposed [6].
These denoising and deblurring algorithms demonstrate a remark-
able performance, typically outperforming the best methods known
to the authors. The SA-DCT estimates have also been shown (by
an independent research) to achieve one of the highest subjective
visual quality [22].

The paper is organized as follows. In the next section we
give a brief overview on the basic anisotropic LPA-ICI + SA-DCT
method. In Section 3 we discuss the adaptation of the denoising
algorithm to deblocking and relate the quantization table with the
value of the variance to be used for the Þltering. The extension
to color images and the �luminance-chrominance structural con-
straint� are the subject of Section 4. The Þnal Section 5 is devoted to
extensive experimental results: we consider different types of quan-
tization tables, several level of compression, for grayscale as well
as for color images.

2. ANISOTROPIC LPA-ICI-DRIVEN SA-DCT DENOISING

Here we give only a brief overview on the original method devel-
oped for image denoising and refer the reader to [4] (and references
therein) for a more formal, complete, and rigorous description.

The use of a transform with a shape-adaptive support involves
actually two separate problems: not only the transform should adapt
to the shape (i.e. a shape-adaptive transform), but the shape itself
must adapt to the image features (i.e. an adaptive shape). The
Þrst problem has found a very satisfactory solution in the SA-DCT
transform [20, 21]. The second problem is essentially application-
dependant. It must be noted that conventional segmentation (or
local-segmentation) techniques which are employed for video pro-
cessing (e.g. [17]) are not suitable for degraded (noisy, blurred,
highly compressed, etc.) data. In our approach, we use the SA-DCT
in conjunction with the anisotropic LPA-ICI technique [10, 9, 7]. By
comparing varying-scale directional kernel estimates, the technique
adaptively selects, for each point in the image, a set of directional
adaptive-scales. The length of the support of the corresponding
adaptive-scale kernels deÞne the shape of the transform�s support
in a pointwise-adaptive manner. Examples of such neighborhoods
are shown in Figure 4.
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Figure 1: Details of the JPEG-compressed grayscale Lena (Q=6,
bpp=0.15, PSNR=28.24dB) and of the corresponding Pointwise
SA-DCT estimate (PSNR=29.87dB). The estimated standard devia-
tion for this highly compressed image is σ=17.6.

For each one of these neighborhoods a SA-DCT is performed.
The hard-thresholded SA-DCT coefÞcients are used to reconstruct
a local estimate of the signal within the adaptive-shape support.
By using the adaptive neighborhoods as support for the SA-DCT,
we ensure that data are represented sparsely in the transform do-
main, allowing to effectively separate signal from noise using hard-
thresholding.

Since supports corresponding to different points are in general
overlapping (and thus generate an overcomplete representation of
the signal), the local estimates are averaged together using adaptive
weights that depend on the local estimates� statistics. In this way
we obtain and adaptive estimate of the whole image.

Once this global estimate is produced, it can also be used as
reference estimate for an empirical Wiener Þlter in SA-DCT do-
main. Following the same adaptive averaging procedure as for hard-
thresholding, we arrive to the Þnal Anisotropic LPA-ICI-driven SA-
DCT estimate. We call this procedure �Pointwise SA-DCT�.

We remark that the LPA-ICI technique is fast, since it is based
on convolutions against one-dimensional kernels for a very limited
number of directions. It constitutes a negligible overhead for the
whole SA-DCT Þltering algorithm.

3. POINTWISE SA-DCT FOR B-DCT ARTIFACTS
REMOVAL

While more sophisticated models of B-DCT-domain quantization
noise have been proposed by many authors, we model this degra-
dation as some additive Gaussian white noise. In this section we
restrict our attention to the grayscale/single-channel case and thus
assume the observation model

z = y+n, (1)
where y is the original (non-compressed) image, z its observation
after quantization in B-DCT domain, and n is independent Gaussian
with variance σ2, n (·)∼N

!
0,σ2

"
.

We estimate a suitable value for the variance σ2 directly from
the quantization table Q=#qi, j $i, j=1,...,8 using the following em-
pirical formula:

σ2 = 0.69 ·
1
9

3'
i, j=1

qi, j

1.3 . (2)

This formula uses only the mean value of the nine table entries
which correspond to the lowest-frequency DCT harmonics (includ-
ing the DC-term) and has been experimentally veriÞed to be quite
robust for a wide range of different quantization tables and images.
A higher compression obviously corresponds to a larger value for
the variance.

Note that the σ 2 which is calculated by (2) is not an estimate
of the variance of compressed image, nor it is an estimate of the
variance of the difference between original and compressed images.

Figure 2: Details of the JPEG-compressed Lena (Q=15, bpp=0.29,
PSNR=31.95dB) and of the corresponding Pointwise SA-DCT es-
timate (PSNR=33.21dB). The estimated standard deviation for this
compressed image is σ=9.7.

Instead, it is simply the variance of the white Gaussian noise n in
the observation model (1). Roughly speaking, it is the variance of
some hypothetical noise which, if added to the original image y,
would require � in order to be removed � the same level of adaptive
smoothing which is necessary to suppress the artifacts generated by
the B-DCT quantization with the table Q.

Figures 1 and 2 show fragments of the JPEG-compressed
grayscale Lena image obtained for two different compression lev-
els (JPEG quality Q=6 and Q=15) and the corresponding SA-DCT
Þltered estimates. For these two cases the estimated standard devi-
ations are σ=17.6 and σ=9.7.

Let us observe that the procedure deÞned by (2) can be used in a
straightforward manner, because the quantization tables are always
(and necessarily) either provided with the coded data, or Þxed in ad-
vance by the compression standard. It allows to apply the Pointwise
SA-DCT denoising algorithm [4] as an effective deblocking and de-
ringing Þlter for B-DCT coded images and videos. The proposed
method is particularly relevant for video post-processing, since it
can exploit the SA-DCT hardware of MPEG-4 decoders.

4. COLOR IMAGE PROCESSINGWITH STRUCTURAL
CONSTRAINT IN LUMINANCE-CHROMINANCE SPACE

When compressing color images or video, the standard approach
(e.g. in the JPEG and MPEG), is to Þrst perform the YUV color
transformation � which decomposes the signal in one luminance
and two chrominance channels � and then process the resulting
three channels separately. According to the modeling in the pre-
vious section, we assume that the original (non-compressed) image
y = #yR, yG , yB$ in the RGB color space is represented, after B-
DCT quantization in YUV space as

zC = yC +nC , C = Y,U,V,
where yY , yU and yV are the luminance and chrominance channels
of y, zY , zU and zV are the corresponding channels after quan-
tization in B-DCT domain, and n = #nY ,nU ,nV $ is independent
Gaussian noise, nC (·)∼N

!
0,σ2C

"
.

We estimate the variances σ2Y , σ
2
U , and σ

2
V from the corre-

sponding quantization tables for the luminance and chrominance
channels, using formula (2). However, if � as it is commonly done
� the chrominance channels are downsampled, then the estimated
variances for the chrominances need to be further multiplied by 2,
in order to take into account for the coarser sampling.

Usually, the quantization tables QU and QV used for the two
chrominances coincide, QU =QV =QUV . Following established
models of the human visual system, a higher compression is per-
formed on the chrominances than on the luminance. Thus, it is
typical that the estimated variances are such that 2σ2Y < σ

2
U = σ 2V .

We give a Þrst example of the proposed method for color im-
ages in Figure 3. In this example, the values of σY and σU = σV
calculated according to formula (2) are 12.6 and 27.1, respectively.
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Figure 3: Fragments of the JPEG-compressed (Q=10, 0.25bpp,
PSNR=26.87dB), and restored F-16 image (PSNR=28.30dB). Top
to bottom row: RGB color, luminance Y , and chrominance U and
V channels.

As proposed in [6] for color image denoising, we approach
color data in a channel-by-channel manner imposing a unique struc-
tural contraint among the three channels. This allows to Þlter the
chrominance channels restoring the structural information which
went lost because of quantization and coarse sampling. The pecu-
liarity of our approach is easily explained and demonstrated through
this Þrst example.

Even at relatively high bit-rates, the compression of the chromi-
nance channels is usually quite aggressive. The typical scenario is
illustrated in Figure 3. It can be seen that only very few AC-terms
of the chrominance blocks survive to quantization, and the resulting
chrominance channels end up with the vast majority of blocks repre-
sented by the DC-term only. It results in unpleasant color-bleeding
artifacts along edges between differently colored objects. At the
same time, on smoother areas the uneven hue due to quantization
becomes particularly noticeable.

Ideally, the Y , U , and V channels are considered as indepen-
dent. Therefore, the common approach is to Þlter the three channels
separately and independently one from the other.

However, when considering natural images, the different color
channels typically share some common features which are inherited
from the structures and from the objects depicted in the original im-
age. In particular, it can be observed that along the objects� bound-

Y

U

V

Figure 4: The anisotropic neighborhood is constructed as the polyg-
onal hull of the adaptive-scale directional kernels supports (left).
The adaptive anisotropic neighborhoods are selected by the LPA-
ICI on the luminance channel (right-top). Observe that the neigh-
borhoods are not affected by the blocking artifacts and yet are quite
accurate with respect to the image features. These neighborhoods
are used for SA-DCT Þltering of the luminance as well as of the two
chrominances (right-middle and right-bottom). The result of such
Þltering is shown in the right column of Figure 3.

aries all color channels of the original image usually exhibit some
simultaneous discontinuities or sharp transitions.

We exploit this kind of structural correlation by imposing that
the three transform�s supports which are used for the Þltering of the
Y ,U , and V channels at a particular location have the same adaptive
shape. As shown in Figure 4(right), we use for all three channels
the adaptive neighborhoods deÞned by the anisotropic LPA-ICI for
the Y channel, because it is in the luminance that the structural in-
formation is usually better preserved after compression.

Such a constraint make so that whenever some structure is de-
tected (by the LPA-ICI), it is taken into account (and thus preserved)
for the Þltering of all three channels. Restricted to the adaptive sup-
ports, however, the channels are assumed as independent, and thus
the transform-domain Þltering is still performed for each channel
independently from the others.

Figure 3 shows that the proposed method effectively attenuates
ringing and blocking artifacts, faithfully preserving the structures
and the salient feature in the image. Moreover, it demonstrates its
ability of reconstructing the missing structural information in the
chrominance channels, where the details of the tail of the plane are
clearly revealed, with precise boundaries. The obtained color es-
timate is then quite sharp, with well-deÞned edges, and the color-
bleeding artifacts � obviously visible in the JPEG-compressed im-
age � are accurately corrected.

5. EXPERIMENTAL RESULTS

In order to assess the Þltering performance of the proposed method,
extensive simulation experiments were carried out. We dedicated
considerable effort in reproducing the same experimental settings
used by other authors. This has not been always easy, since different
authors consider different B-DCT quantizations tables, compres-
sion levels, and different images. Consequently, we present com-
parative numerical results collected in three separate tables. The
Þrst two tables contain results for grayscale images obtained using
particular quantization tables found in the literature (Table 1) and
JPEG (Table 2). The third and last table is dedicated to experiments
with JPEG compression of color images.

Three quantization tables � usually called Q1, Q2, and Q3 �
have been used by many authors (e.g. [14] and references therein)
in order to simulate various types of B-DCT compression. To help
the reader identifying the considered quantization tables, we report
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Lena Peppers Barbara
Table image others SA-DCT image others SA-DCT image others SA-DCT
Q1 30.70 31.63 32.12 30.42 31.33 32.02 25.94 26.64 26.79
Q2 30.09 31.19 31.56 29.82 30.97 31.45 25.59 26.32 26.45
Q3 27.38 28.65 29.03 27.22 28.55 29.13 24.03 24.73 25.13

Table 1: PSNR comparison table for restoration from B-DCT quan-
tization for three different quantization matrices. The values un-
der �others� correspond to the best results of any of the methods
[14, 8, 16, 18, 26, 24], as reported in [14].

here the Þrst row of each table:
Q1(1 · · ·8,1)= [50 60 70 70 90 120 255 255],
Q2(1 · · ·8,1)= [86 59 54 86 129 216 255 255],
Q3(1 · · ·8,1)= [110 130 150 192 255 255 255 255].

The values of the standard deviation σ corresponding to these three
tables � calculated using formula (2) � are 12.62, 13.21, and 22.73,
respectively. In terms of image degradation, they correspond to a
medium to high compression level, similar to what can be obtained
by using JPEG with Q = 11 (Q1), Q = 9 (Q2), or Q = 5 (Q3).

In Table 1 we present results for deblocking from B-DCT quan-
tization performed using these speciÞc quantization tables. We
compare the results obtained by our SA-DCT algorithm against the
best results obtained by any of the methods [14, 8, 16, 18, 26, 24], as
reported in [14]. The results are in favor of our proposed technique,
which consistently outperforms all other methods.

Further positive results are shown in Table 2 for the case
of deblocking from JPEG-compression. In this second table we
compare against the best result obtained by any of the methods
[1, 3, 19, 25, 15, 16], as reported in [1]. Also in this comparison,
the Pointwise SA-DCT method is found to be superior to all other
techniques, outperforming them of about 0.5dB in all experiments.

In Table 3 we show results for the Pointwise SA-DCT Þltering
of JPEG-compressed color images, from very high (Q=4) to very
low (Q=50) compression levels. It can be seen that the improve-
ment is signiÞcant especially for very high and moderate compres-
sion levels. For very low compression levels � for which the com-
pression artifacts are barely visible and thus there is typically no
need for postprocessing � the improvement is still substantial for
those images which present some structures or edges.

For the simulations in Table 2 and Table 3 as well as for all
JPEG experiments presented in this paper, we use the baseline IJG
JPEG implementation. For a JPEG-quality parameter Q=50, the top
rows of the quantization tables for the luminance and chrominance
channels are

QYQ=50 (1 · · ·8,1)= [16 11 10 16 24 40 51 61],
QUVQ=50 (1 · · ·8,1)= [17 18 24 47 99 99 99 99],

and the corresponding estimated standard deviations according to
(2) are σY = 4.4 and σU = σV = 9.7.

Figure 5 provides a further example of the accuracy of the pro-
posed method. First, one can see the sharp reconstruction of con-
tours (e.g. in the legs, shoulders and head). Color-bleeding and
blocking artifacts are completely suppressed, not only on smooth
regions but even on rather thin details such as the snorkel. Second,
the Þgure shows that the method is still reliable even when no useful
structural information can be extracted from the luminance channel.
In particular, it can be seen that the swimsuit is composed of three
differently colored patches, all of which have the same luminance.
This makes impossible to reconstruct the boundaries between these
patches in a very sharp manner, as the only information available
lies in the chrominances. Nevertheless, because the SA-DCT is a
basis (complete system), the different colors of these patches are
well preserved, while the transform-domain thresholding effectively
suppresses the blockiness.

More simulation results and the MATLAB software which im-
plements the presented method are available at
http://www.cs.tut.fi/~foi/SA-DCT/.

Figure 5: Fragments of the original, compressed, and restored Ko-
dak image 12. Top to bottom row: RGB color, luminance Y channel,
chrominance V channel. From left to right: original image, JPEG-
compressed (Q=16, 0.25bpp, PSNR=30.45), restored by proposed
Pointwise SA-DCT method (PSNR=31.45).
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