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ABSTRACT

In this paper the problem of rate detection for a variable data rate
code division multiple access (CDMA) system is addressed. A mul-
tiuser scenario is considered wherein each user may transmit at one
out of a set of possible data rates in each data-frame. In particular a
data rate and information symbol detection strategy based on the use
of a bank of linear minimum mean square error (MMSE) filters is
here proposed; as many filters as the number of available data rates
are considered and a decision on the estimated data rate is taken
based on rate matched to the filter with the minimum mean output
energy (MOE). Analytical expressions for the MOE are derived in
order to give theoretical grounds to our detection strategy; more-
over, the effectiveness of the proposed detection strategy is also
validated through simulation results that show satisfactory perfor-
mance levels.

1. INTRODUCTION

In this paper the problem of detecting the data-rate and the infor-
mation symbols transmitted by each user in a variable-rate direct-
sequence code division multiple access system (DS/CDMA) is con-
sidered. Variable-rate CDMA systems wherein each user trans-
mits at one out of a set of available data-rates are nowadays of
widespread interest, since they are able to support transmission of
heterogeneous kinds of data , such as streaming video, voice, bulk
data, etc., with different data-rates. These systems are part of cur-
rent 3G wireless networks, and, also, they can support adaptive rate
strategies that allow to achieve an higher system throughput [1, 2]
than a fixed data-rate CDMA systems. Obviously, in a variable-rate
CDMA system the receiver generally needs knowledge of the actual
data-rate of each user in order to perform data detection, and this
information is usually conveyed on a separate multiplexed channel.
Alternatively, it may be extracted in some way from the incoming
signal.
In this paper we focus on this latter approach, namely we are inter-
ested to the problem of detecting, possibly in a blind fashion, the
data-rate and the data information bits of each user. Previous con-
tributions in this area have mainly addressed the problem of frame
rate detection with regard to a specific second-generation (2G) or
3G cellular standard [3, 4]. A key remark, however, is that none of
these papers explicitly takes into account the presence of the mul-
tiple access interference (MAI). More recently, the paper [5] has
addressed the problem of blind rate-detection only (i.e. with no
joint data detection) for variable data-rate CDMA systems, while
the problem of joint detection of the data-rate and of the informa-
tion symbols in such systems has been recently addressed in [6].
In particular, in [6] optimal (i.e. based on the maximum likelihood
strategy) non-blind detectors have been proposed; in this paper, in-
stead, we looks at simpler receiver structures, that are amenable to
blind implementations and with a computational complexity that is
much lower than that of the receivers in [6].

Next Section contains the considered system model, while the de-
tector design is illustrated in Section 3. Section 4 contains an analy-
sis of the proposed detection strategies; in particular, it is shown that
the MMSE filter matched to the true data rate has minimal MOE,
thus giving a theoretical ground to the receivers. Moreover, asymp-
totic expressions for the high SNR regime are also given. Finally,
numerical results are illustrated in Section 5.

2. SYSTEM MODEL

We consider a synchronous DS/CDMA network with K active users
employing BPSK modulation (extension to larger cardinality sig-
naling constellations is trivial); we also assume that the propaga-
tion channel introduces frequency-flat fading, that each user may
transmit, in each data-frame, at one out of S available data rates
R1 < R2 < . . . < RS , and that the data rates R2, . . . , RS are all
integer multiples of the lowest data-rate R1, i.e. we have

Ri = miR1, ∀i = 2, . . . , S (1)

where mi are positive integers. In each frame slot, each user, based
on the kind of data to be transmitted, and, possibly, on the propaga-
tion channel state, selects one out of the S available data-rates for
its transmission. The multirate access scheme that is here consid-
ered is the variable spreading length (VSL) [7], i.e. all the signature
waveforms have the same chip interval Tc and different spreading
lengths. In particular, the signatures corresponding to the rate Ri

have a spreading length equal to 1/(RiTc) = Tb,i/Tc, with Tb,i

denoting the symbol interval for the users transmitting at rate Ri.
Based on the above assumptions, the complex envelope of the re-
ceived signal in a given frame slot is written as

r(t) =

K−1X
k=0

P rk
R1

−1X
pk=0

Akαk(pk)bk(pk)s
rk
k (t− pk/rk)+ n(t) .

(2)
In this equation, rk is a random variate taking on values in the
set {R1, . . . , RS}, and denoting the data-rate of the k-th active
user, P is the number of data-bits transmitted in each frame by
the users at rate R1 (thus implying that Prk/R1 is the number
of bits transmitted by the users at rate rk), bk(·) ∈ {+1,−1}
denotes the bit stream transmitted by the k−th user, αk(pk) is a
complex gain accounting for the channel propagation effects, while
the waveform n(t) represents the ambient noise, that we assume
to be a complex zero-mean Gaussian white random process with
power spectral density 2N0. Moreover, s

rk
k (t) and Ak are respec-

tively the rate-rk signature waveform and the amplitude of the k-th
user transmitted signal. Denoting by Nrk = 1/(rkTc) the pro-
cessing gain for the k-th user (recall that in the VSL access strat-
egy the processing gain for each user is tied to its data-rate), by
{βrk

k (n)}Nrk
−1

n=0 the spreading code (at rate rk) of the k−th user,
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and by φTc(·) a square-root raised cosine bandlimited waveform,
we have s

rk
k (t) =

PNrk
−1

n=0 β
rk
k (n)φTc(t − nTc), assuming that

s
rk
k (t) are unit-energy waveform. At the receiver, the signal r(t) is

passed through a filter matched to the waveform φTc(t) and sam-
pled at rate 1/Tc. The resulting samples can be stacked in a PNR1 -
dimensional vector, which we denote by r, and which is expressed
as

r =

K−1X
k=0

Prk/R1−1X
pk=0

Akαk(pk)bk(pk)srk
k (pk) + n . (3)

In the above equation, the vector srk
k (pk) is the discrete-time ver-

sion of the waveform srk
k (t − pk/rk) (notice that this vector, al-

though being PNR1 -dimensional, has only Nrk non-zero entries),
while the vector n is the discrete-time version of the ambient
noise, and is a white complex zero-mean Gaussian random vec-
tor with covariance matrix E[nnH ] = 2N0IPNR1

(with (·)H

denoting conjugate transpose and In the identity matrix of order
n). Now the PNR1 -dimensional vector r can be split in P dis-
tinct NR1 -dimensional vectors, r(0), . . . , r(P − 1), i.e. r =
[rT (0), . . . , rT (P − 1)]T with

r(p) =

K−1X
k=0

AkSk
rkbk

rk (p) + n(p) p = 0, . . . , P − 1, (4)

wherein the NR1×(rk/R1)-dimensional matrix Sk
rk is expressed

as
S

rk
k = Irk/R1 ⊗ [β

rk
k (0), . . . , β

rk
k (Nrk − 1)]

T (5)

with ⊗ denoting the Kronecker product and

brk
k (p) =

h
αk

�
p rk

R1

�
bk

�
p rk

R1

�
, . . .

. . . , αk

�
(p + 1) rk

R1
− 1
�

bk

�
(p + 1) rk

R1
− 1
�iT

.
(6)

3. MINIMUM MEAN OUTPUT ENERGY RECEIVERS

The detection strategy that we propose is based on the use of a bank
of blind linear MMSE filters, each one matched to a given data-
rate for each user (see Fig. 1). In what follows, we assume that the
channel coefficients αk(·) are kept constant over a temporal interval
of length Tb,1, so that the vector b

rk
k (p) can be written as:

b
rk
k (p) = αk(p)b

rk
k,d(p) (7)

wherein brk
k,d(p) is an rk/R1-dimensional vector with binary en-

tries. Now assuming that the user 0 is the one of interest, the re-
ceived vector in (4) can be written as

r(p) = A0S
r0
0 br0

0 (p) + h(p) p = 0, . . . , P − 1 , (8)

wherein the vector h(p) =
PK−1

k=1 AkS
rk
k b

rk
k (p) + n(p) repre-

sents the multiple access interference (MAI) plus the noise con-
tribute. We suppose that the amplitude Ak, the SK spread-
ing sequences and the complex gain αk(·) of the k-th user, for
k = 0, . . . , K − 1, are known at the receiver side. Moreover, let
M0(p) = E

�
h(p)h(p)H

�
be the covariance matrix of the vector

h(p), which is given by

M0(p) =

K−1X
k=1

A2
k |αk(p)|2 S

rk
k S

rH
k

k + 2N0INR1
, (9)

wherein | · | denotes the Euclidean norm of a complex scalar.
In order to detect the data-rate of the 0th user, we consider a

bank of blind MMSE filter, one for each of the data-rates available

-

- D1
k(p)

H - || · ||2
m1

-

-DS
k(p)

H - || · ||2
mS

-

Detection

rule
-

r(p)

E1
k(p)

ES
k(p)

brk

y0
1(p)

y0
S(p)

Figure 1: Block scheme of the proposed receiver.

to user 0. Accordingly, the data vector r(p) undergoes the linear
transformations:

y0
i (p) = D0

i (p)
H

r(p) i = 1, . . . , S (10)

wherein

D0
i (p) = R0(p)−1SRi

0 A0α0(p) i = 1, . . . , S (11)

is the MMSE filter matched to the i-th rate, and

R0(p) = A2
0 |α0(p)|2 Sr0

0 Sr0
0

H + M0(p) . (12)

Note that, in practical implementations, this matrix may be replaced

by the sample covariance matrix bR =
1

P

P−1X
p=0

r(p)r(p)H , which,

for increasing P, converges to the true covariance matrix (condi-
tioned upon the actual data rates). Note also that the mean output
energy per bit at the output of the i-th filter in the p-th symbol inter-
val is expressed as

E0
i (p) = E

"

y0
i (p)



2

mi

#
for i = 1, . . . , S . (13)

The proposed rate detection strategies are described in what follows.
Minimum Mean Output Energy Receiver (MOER). This re-
ceiver processes jointly the P mean output energies {Ei

k(p)}P−1
p=0 ,

i = 1, . . . , S, for one user at a time, i.e. for k = 0, . . . , K−1, in or-
der to take a data rate decision according to the following detection
rule

brk = Rl : l = arg min
i ∈ {1, . . . , S}

P−1X
p=0

Ek
i (p) . (14)

The information bit decision for each symbol interval is given by:

bk,d
Rl(p) = sign

h
R(Dk

l (p)
H

r(p))
i

(15)

for k = 0, . . . , K − 1 and p = 0, . . . , P − 1.
Windowed Minimum Mean Output Energy Receiver
(WMOER). The WMOER processes separately the P mean
output energies Ek

i (p) for i = 1, . . . , S and for each user at a time,
taking for each symbol interval independent decisions on the data
rates and the information bits. In this receiver the rate detection
rule is given for p = 0, . . . , P − 1 by:brk(p) = Rl : l = arg min

i ∈ {1, . . . , S}
Ek

i (p) . (16)
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The result of such operation is a P × K-dimensional matrix of
estimated rates Re and, since each user transmits with the same
rate during the whole data-frame, a majority rule is applied on
each column of Re to estimate the vector of the K rates rs =
(br0, br1, . . . , brK−1). Finally, the information symbols are to be de-
tected and the test in (15) is applied given the detected rates bri for
i = 0, . . . , K − 1.

4. ANALYSIS OF THE MEAN OUTPUT ENERGIES.

In this section we give analytical formulas for the mean output en-
ergy, and show that the MMSE filter matched to the true data-rate
achieves minimal mean output energy.

The single user case. Consider, for the sake of simplicity, a
two rates system with S = 2 and K = 1, and assume that the user
data rate is r0 = R1, i.e. m1 = 1. According to the signal model
in (4) we can write the MMSE filter output as

y0
1(p) = SR1

0

H
(A2

0 |α0(p)|2 SR1
0 SR1

0

H
+ 2N0INR1

)
−1

SR1
0 bR1

0,d(p)

×A2
0 |α0(p)|2 + SR1

0

H
(A2

0 |α0(p)|2 SR1
0 SR1

0

H
+ 2N0INR1

)
−1

n(p)

×A0 |α0(p)| .

(17)
Applying the matrix inversion lemma given in [8, p. 196] we ob-
serve that SR1

0

H
SR1

0 = 1 but in order to simplify the generaliza-
tion of the obtained expressions to the case m1 6= 1, we consider
SR1

0

H
SR1

0 = Im1 . Thus we can write

A2
0 |α0(p)|2 SR1

0

H
R0(p)−1SR1

0 =
A2

0 |α0(p)|2
2N0

SR1
0

H×"
INR1

− SR1
0

�
Im1 +

A2
0 |α0(p)|2

2N0
SR1

0

H
SR1

0

�−1
SR1

0

H

2N0

×A2
0 |α0(p)|2�SR1

0 =
A2

0 |α0(p)|2
A2

0 |α0(p)|2 + 2N0

(18)

and defining SNR =
A2

0

2N0
the equation (17) can be rewritten as

y0
1(p) =

SNR |α0(p)|2
SNR |α0(p)|2 + 1

bR1
0,d(p) +

SNR |α0(p)|SR1
0

H
n(p)

A0(SNR |α0(p)|2 + 1)
.

(19)
According to this equation we can easily calculate the output

energy E0
1(p) as

E0
1(p) = E

"

y0
1(p)



2

m1

#
=

SNR |α0(p)|2
SNR |α0(p)|2 + 1

. (20)

Now in this case we can consider the case of vanishingly small noise
floor, i.e. SNR →∞ obtaining

lim
2N0→0

E0
1(p) = 1 . (21)

Thus it has been shown that in the hypothesis of correct data rate
the mean output energy in the region of high SNR approaches one.
Then we can also calculate the following limit:

lim
2N0→0

R0(p)−1SR1
0 = lim

2N0→0

h
INR1

−A2
0 |α0(p)|2×

SR1
0

�
Im1 +

A2
0 |α0(p)|2

2N0
SR1

0

H
SR1

0

�−1
SR1

0

H

2N0

#
SR1

0

2N0
=

lim
2N0→0

�
SR1

0 − SNR |α0(p)|2
SNR |α0(p)|2 + 1

SR1
0

�
/2N0 =

SR1
0

|α0(p)|2 A0
2

,

(22)

and it can be noted, as expected in the single user case, that the
MMSE filter performs the matched filter. Considering now the out-
put of the second MMSE filter we can write:

y0
2(p) = A2

0 |α0(p)|2 SR2
0

H
R0(p)−1SR1

0 bR1
0,d(p) + A0 |α0(p)| ×

SR2
0

H
R0(p)−1n(p) = SR2

0

H
(A2

0 |α0(p)|2 SR1
0 SR1

0

H
+ 2N0INR1

)
−1

×SR1
0 bR1

0,d(p)A2
0 |α0(p)|2 + A0 |α0(p)|SR2

0

H
(A2

0 |α0(p)|2 SR1
0 SR1

0

H

+2N0INR1
)−1n(p)

(23)
and applying the inversion lemma to the matrix R0(p)−1 we obtain
the following expression

y0
2(p) =

A2
0 |α0(p)|2

2N0
SR2

0

H
(INR1

− A2
0 |α0(p)|2

A2
0 |α0(p)|2 + 2N0

SR1
0 ×

SR1
0

H
)SR1

0 bR1
0,d(p) +

A0 |α0(p)|
2N0

SR2
0

H
(INR1

− A2
0 |α0(p)|2

A2
0 |α0(p)|2 + 2N0

×SR1
0 SR1

0

H
)n(p) =

A2
0 |α0(p)|2

A2
0 |α0(p)|2 + 2N0

SR2
0

H
SR1

0 bR1
0,d(p)+

A0 |α0(p)|
2N0

SR2
0

H
(INR1

− A2
0 |α0(p)|2

A2
0 |α0(p)|2 + 2N0

SR1
0 SR1

0

H
)n(p) .

(24)
According to this last expression we can easily calculate the mean
output energy

E0
2(p) =

A4
0 |α0(p)|4

(A2
0 |α0(p)|2 + 2N0)

2 trace(SR2
0

H
SR1

0 S0
R1H

SR2
0 )+

A2
0 |α0(p)|2

2N0
trace

24SR2
0

H

 
INR1

−A2
0 |α0(p)|2 SR1

0 SR1
0

H

A2
0 |α0(p)|2 + 2N0

!2

SR2
0

35
=

A2
0 |α0(p)|2

2N0
trace

h
SR2

0

H
SR2

0

i
− A4

0 |α0(p)|4
(A2

0 |α0(p)|2 + 2N0)2N0

trace[SR2
0

H
SR1

0 S0
R1H

SR2
0 ] = SNR |α0(p)|2 m2−

SNR2 |α0(p)|4
SNR |α0(p)|2 + 1

trace[SR2
0

H
SR1

0 S0
R1H

SR2
0 ] .

(25)
In order to calculate the second term of this last equation we assume
that the spreading codes {βrk

k (n)}Nrk
−1

n=0 , k = 0, . . . , K − 1 are
i.i.d. random variates thus we obtain:

E
h

trace(SR2
0

H
SR1

0 S0
R1H

SR2
0 )
i

= trace

 
INR1

m2m1

N2
R1

!
=

m2m1

NR1

.

(26)
With this assumption the mean output energy E0

2(p) can be written
as

E0
2(p) = SNR |α0(p)|2 m2

�
1− m1SNR |α0(p)|2

NR1(SNR |α0(p)|2 + 1)

�
.

(27)
It can be noted that

lim
2N0→0

E0
2(p) = lim

SNR→∞
E0

2(p) = ∞ (28)

showing that the mean output energy of the MMSE filter with a
wrong data rate hypothesis is higher than that of the filter which
assumes a correct data rate. In particular it can be easily found that

lim
2N0→0

R0(p)−1SR2
0 =

lim
2N0→0

(INR1
− A2

0 |α0(p)|2
A2

0 |α0(p)|2 + 2N0

SR1
0 SR1

0

H
)
SR2

0

2N0
= N∞

(29)
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denoting with N∞ a NR1 × m2-dimensional matrix with entries
∞.
The multi-user case. Assuming a multi-user scenario the covari-
ance matrix of the observables R0(p) can be written as:

R0(p) = A2
0 |α0(p)|2 Sr0

0 Sr0
0

H +
PK−1

k=1 A2
k |αk(p)|2 S

rk
k S

rH
k

k +

2N0INR1

(30)

and grouping in RI(p) =

K−1X
k=1

A2
k |αk(p)|2 S

rk
k S

rH
k

k the MAI con-

tribute, we can consider the following full-rank matrix

Rm(p) = RI(p) + 2N0INR1
. (31)

Using a singular value decomposition (SVD) [9] Rm(p) can be
written as

Rm(p) = UΛUH (32)

wherein U is an unitary matrix whose first r columns represents
the unit vectors spanning the linear space defined by RI(p) while
its remaining NR1 − r columns are the unit vectors spanning the
complex vector space CNR1−r . Finally Λ is defined as

Λ = diag

0B@λ1 + 2N0, . . . , λr + 2N0| {z }
r

, 2N0, . . . , 2N0| {z }
NR1−r

1CA (33)

wherein diag(·) represents the diagonal matrix, while λi for i =
1, . . . , r are the eigenvalues corresponding to the first r columns of
U . According to this position equation (30) if r0 = R1 can be
written as

R0(p) = A2
0 |α0(p)|2 SR1

0 SR1
0

H
+ UΛUH . (34)

Then applying the matrix inversion lemma, the matrix R0(p)−1

is expressed as

R0(p)−1 = UΛ−1UH −UΛ−1UHA2
0 |α0(p)|2 SR1

0 ×
(Im1 + A2

0 |α0(p)|2 SR1
0

H
UΛ−1UHSR1

0 )
−1

SR1
0

H
UΛ−1UH .

(35)
Now we can calculate the following expression

R0(p)−1SR1
0 = UΛ−1UHSR1

0 (Im1 − (Im1 + A2
0 |α0(p)|2×

SR1
0

H
UΛ−1UHSR1

0 )−1SR1
0

H
UΛ−1UHSR1

0 A2
0 |α0(p)|2) =

UΛ−1UHSR1
0 (SR1

0

H
U(INR1

+ A2
0 |α0(p)|2 Λ−1)UHSR1

0 )
−1

(36)
and after some algebraic manipulation we obtain

R0(p)−1SR1
0 = Udiag

�
2N0

λ1 + 2N0
, . . . ,

2N0

λr + 2N0
, 1, . . . , 1

�
×UHSR1

0

�
SR1

0

H
Udiag

�
2N0 +

2N0A
2
0 |α0(p)|2

λ1 + 2N0
, . . . , 2N0+

2N0A
2
0 |α0(p)|2

λr + 2N0
, 2N0 + A2

0 |α0(p)|2 , . . . , 2N0 + A2
0 |α0(p)|2

�
×UHSR1

0

�−1

.

(37)
Indeed this last expression allows to consider the system behavior
in the high SNR region and in particular we have

lim
2N0→0

R0(p)−1SR1
0 = Udiag(0, . . . , 0, 1, . . . , 1)UHSR1

0 ×�
SR1

0

H
Udiag(0, . . . , 0, 1, . . . , 1)A2

0 |α0(p)|2 UHSR1
0

�−1

=

SR1
0

⊥
�

SR1
0

⊥H

SR1
0

⊥
A2

0 |α0(p)|2
�−1

(38)

wherein SR1
0

⊥
represents the projection of SR1

0 on the orthogonal
complement of the subspace spanned by the matrix RI(p). Thus it
has been shown that the linear MMSE filter reduces to the decorre-
lating receiver in the high SNR region. We can apply this last result
in order to derive the expression of the output energy in the case of
correct data rate hypothesis, i.e.

E
h

y0

1(p)


2
i

= E
h

trace(D0
1(p)

H
r(p)rH(p)D0

1(p))
i

= trace(D0
1(p)

H
R0(p)D0

1(p)) = trace(A2
0 |α0(p)|2 SR1

0

H
R0(p)−1

×SR1
0 ) = trace(A2

0 |α0(p)|2 SR1
0

H
(A2

0 |α0(p)|2 Sr0
0 Sr0

0
H+

Rm(p))−1SR1
0 ) .

(39)
Thus using the result given in (38) we obtain:

lim
2N0→0

E0
1(p) = trace

 
SR1

0

H
SR1

0

⊥
�

SR1
0

⊥H

SR1
0

⊥
�−1

!
1

m1
=

trace

0@SR1
0

⊥H

SR1
0

⊥

m1

�
SR1

0

⊥H

SR1
0

⊥
�−1

1A =
trace (Im1)

m1
= 1

(40)
showing that also in the multiuser case, when the correct data rate is
assumed, the mean output energy reduces to one as 2N0 vanishes.
Finally, it is derived the expression of the mean output energy for
the second MMSE filter obtaining in this case:

E0
2(p) = trace[A2

0 |α0(p)|2 SR2
0

H
(A2

0 |α0(p)|2 Sr0
0 Sr0

0
H+

Rm(p))−1SR2
0 ]/m2 .

(41)
Now we can repeat the same steps follow to derive equation (37) in
order to calculate the expression

R0(p)−1SR2
0 = UΛ−1UH [INR1

−A2
0 |α0(p)|2 SR1

0 (Im1+

A2
0 |α0(p)|2 SR1

0

H
UΛ−1UHSR1

0 )−1SR1
0

H
UΛ−1UH ]SR2

0 ,

(42)
and defining Λ1 = INR1

+ A2
0 |α0(p)|2 Λ−1 we obtain

R0(p)−1SR2
0 = UΛ−1UH [INR1

−A2
0 |α0(p)|2 SR1

0

×(SR1
0

H
UΛ1

−1UHSR1
0 )

−1

SR1
0

H
UΛ−1UH ]SR2

0 .
(43)

Then as 2N0 vanishes we obtain the following results

lim
2N0→0

R0(p)−1SR2
0 = Udiag(

1

λ1
, . . . ,

1

λr
,∞, . . . ,∞)×

UH(INR1
− SR1

0 (SR1
0

⊥H

SR1
0

⊥
)
−1

SR1
0

⊥H

)SR2
0 = N∞

(44)
and

lim
2N0→0

E0
2(p) = ∞ . (45)

It has been thus shown that the proposed receivers work correctly
if the minimum output energy is picked out and the corresponding
data rate is the estimated one.

5. NUMERICAL RESULTS

In this section we report and discuss some simulation results for
the probability of erroneous rate detection (PERD) and for the bit
error rate in the case of correct rate detection (BER|CRD) for the
proposed receivers. In particular we have considered a synchronous
variable rate DS/CDMA system assuming known the set of the pos-
sible spreading sequences with largest processing gain NR1 = 16
and we have defined the rate ratio vector m = [m1, . . . , mS ]. In all
the simulation results it has been assumed frequency-flat Rayleigh
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fading. Figure 2 reports the probability of erroneous rate detec-
tion (PERD) versus the energy contrast Eb/N0[dB] for the two pro-
posed receivers assuming S = 2 and m = [1, 2] and with the sam-
ple covariance matrix bR. It can be noted that for two active users, at
a PERD of about 10−2, doubling the P value there is a performance
improvement of about 2[dB] for the WMOER and of about 1 [dB]
for the MOER receiver. Indeed, in this situation, the WMOER re-
ceiver performs better than the MOER so that, for a frame length of
P = 200 and for 10000 data frame, zero probability of erroneous
rate detection has been observed. In Figure 3 we have reported
the (BER|CRD) versus the energy contrast Eb/N0[dB] and it can
be noted that although this probability decreases for higher P val-
ues, the two receivers present the same performance levels. Then,
in Figure 4, we have reported the PERD for both the cases of the
true covariance matrix R0(p) and the sample covariance matrix bR,
for K = 4 and K = 2 active users. It can be noted that, in the
ideal case wherein the covariance matrix is perfectly estimated, the
MOER receiver performs better that the WMOER one although it
seems to be more sensible to the covariance matrix estimation er-
rors. The impact of the covariance matrix estimation error on the
system performance is thus an issue currently under investigation.

6. CONCLUSIONS

In this paper the problem of blind data rate and information symbol
detection for a variable-rate DS/CDMA system has been consid-
ered. In particular a detection scheme employing a bank of linear
MMSE filters has been proposed taking a data rate decision based
on the minimum filter output energy. Analytical expressions for the
filter output energies have been derived and the simulation results
confirm that all the proposed receivers achieve good performance
levels both in terms of probability of error rate detection and of bit
error rate.
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Figure 2: Probability of erroneous rate detection versus the energy
contrast with the sample covariance matrix bR.
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