
MODEL-BASED BIT ALLOCATION BETWEEN WAVELET SUBBANDS AND
MOTION INFORMATION IN MCWT VIDEO CODERS
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ABSTRACT
A precise motion estimation is necessary, in motion-compensated
wavelet based video coders (MCWT), in order to minimize the
wavelet coefficients energy. Nevertheless, a motion vectors field of
high precision is expensive in binary resources compared towavelet
subbands and it is thus necessary to optimize the rate-distortion
trade-off between motion information and wavelet coefficients. To
this end, we have proposed in previous works to quantize the mo-
tion vectors using a scalable and open-loop lossy coder [1] and,
to evaluate the impact of this lossy motion coding on the decoded
sequence, we have established a theoretical distortion model of the
motion coding error [2]. We present in this paper an approachto
realize an optimal model-based bit-rate allocation between motion
and wavelet subbands. This method is based on the total distortion
model of coding error on several decomposition levels, including
both motion information and subbands quantization noise. Experi-
mental validations are satisfactory.

1. INTRODUCTION

Video compression is an essential element in multimedia technolo-
gies, like high-definition television (HDTV), video conferences,
digital cinema and internet-related applications. Recentyears have
seen the impressive growth in performance of video coding algo-
rithms, such as the hybrid coders of the latest standards MPEG4
and H.264/AVC [3, 4]. Moreover, wavelet-based video coders[5, 6]
with motion-compensatedt +2D lifting schemes [7] have been de-
veloped and have shown their efficiency, while allowing scalability
[8], and while remaining close to the performances of the hybrid
coders [9]. However, improvement is still possible. Especially, it
is necessary to improve the motion vectors processing and toopti-
mize the rate-distortion trade-off between motion information and
wavelet coefficients in order to ameliorate the video codingeffi-
ciency at low bit-rates. The problem of the processing of motion
vectors was explored in [10, 11]. But, today, in most of the video
coders, the rate-distortion trade-off for a given rate is optimized
by varying the motion estimation parameters, which is not well-
adapted at low bit-rates, makes the scalability difficult toobtain,
and remains expensive in terms of CPU time. We have presented
in a previous work [1] a new scalable approach of motion informa-
tion coding which consists in introducing losses on motion vectors
of high subpixelic precision, while optimizing a rate-distortion cri-
terion. This open-loop method of lossy motion coding allowsto
reduce the motion cost with good coding performances at low bit-
rates. Obviously, the introduction of loss on the motion hasan im-
pact on the decoded sequence.

In [2], in order to evaluate analytically this impact, we estab-
lished, for a MCWT video coder on one decomposition level, a the-
oretical input/output distortion model of motion coding error. In
this paper, we improve this model by introducing the waveletcoef-
ficients quantization error and by generalizing the model toseveral
temporal decomposition levels.

The proposed input/output distortion model is then used to dis-
patch in an optimal way the binary resources between the motion
vectors and the temporal wavelet coefficients. For that purpose, we
introduce in this paper a model-based bit allocation process. The
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Figure 1: General structure of the encoder (Rc is the bit-rate of the
subbands,Rv the one of the motion vectors andRt the total bit-rate).

proposed approach is based on the search of the minimum of a
model-based criterionJ and allows to choose the optimal values
for the motion and subbands bit-rates at a given target bit-rate.

Section 2 briefly presents the general principle of the motion
coding approach. Section 3 deals with the distortion model of the
coding error onN temporal decomposition levels. We propose in
section 4 an approach for the bit allocation between motion infor-
mation and wavelet subbands. Finally, section 5 presents the results
of the allocation process. Conclusion and further works arepre-
sented in section 6.

2. MOTION INFORMATION CODING IN A MCWT
VIDEO CODER

Fully scalable, our video encoder is based on a lifted motion-
compensated wavelet transform (figure 1). In this type of coder, the
cost of the motion vectors can be very significant compared tothe
wavelet coefficients. To reduce this cost, we quantize with losses
precise motion vectors, while controlling the rate-distortion trade-
off between the original and the decoded sequence.

The vectors are encoded in open-loop [1], which allows full
scalability and a good quality for the motion-compensated tempo-
ral analysis. Motion vectors are first quantized using an uniform
scalar quantizer whose quantization stepq controls the motion rate-
distortion trade-off and, then, the quantized vectors are encoded us-
ing the MQ-Coder of an EBCOT encoder [9] and embedded in a
JPEG2000-compliant bitstream.

This approach presents interesting performances on CIF andon
SD sequences. Indeed, at low bit-rates, we show in previous work
[1] that quantizing precise motion vectors with losses allows to ob-
tain better coding performances than lossless motion coding.

3. DISTORTION MODEL OF MOTION AND SUBBANDS
CODING ERROR

In a recent work [2], we established an expression for the distortion
model on one temporal decomposition level including only the mo-
tion coding error. This result is briefly presented in section 3.1.
Here, we include to this model the subbands quantization noise
(section 3.2) and an extension to several decomposition levels is

14th European Signal Processing Conference (EUSIPCO 2006), Florence, Italy, September 4-8, 2006, copyright by EURASIP



Figure 2: (2,0) lifting scheme for two temporal wavelet decomposi-
tion levels.

proposed in section 3.3. Finally, section 3.4 presents an experimen-
tal validation of the distortion model for the coding error.

3.1 Motion vectors distortion model

Our model is based on the computation of the input-output distor-
tion D (MSE between input signalx and output signal̃x) expressed
by (with Pn the signal power andK the size of the sequence):

D =
1
K

K
2 −1

∑
k=0

(
Pn(x2k+1− x̃2k+1)+Pn (x2k− x̃2k)

)

We assume that for one temporal wavelet decomposition level, the
second part of this equation is equal to zero for a (2,0) lifting scheme
(figure 2).

Thus, the distortionD, which expresses the reconstruction error
due to the motion quantization on one decomposition level, can be
written as [2]:

D =
1

2K

K
2 −1

∑
k=0

[Pn (x2k)−Γx2k(ηB2k+1)+Pn (x2k+2)−Γx2k+2(ηF2k+1)]

wherePn (x2k) andPn (x2k+2) are the power of imagesx2k and
x2k+2; Γx2k(ηB2k+1) andΓx2k+2(ηF2k+1) the autocorrelation function
of imagesx2k and x2k+2, with ηB2k+1 and ηF2k+1 the quantization
error on the “Backward” and “Forward” motion vectors.

3.2 Including the subbands quantization noise

The high and low frequency temporal subbands are also quantized.
We have thus to include the subbands quantization noise intothe
previous model.

If we denote bŷhk(p) = hk(p)+εhk
(p) the quantized high fre-

quency temporal subband, withεhk
(p) the subband quantization

noise, the (2,0) lifting scheme analysis equation for the high fre-
quencies on one decomposition level becomes:

ĥk (p) = x2k+1(p)−
1
2
(xB2k+1

2k +xF2k+1
2k+2)+ εhk

(p) (1)

The synthesis equation is then given by:

̂̃x2k+1(p) = ĥk (p)+
1
2
(̂̃x

B̂2k+1

2k +̂̃x
F̂2k+1

2k+2) (2)

with respectively x̃B̂k+1
k = x̃k(p + B̂k+1(p)) and x̃F̂k−1

k =

x̃k(p + F̂k−1(p)) the “Backward” and “Forward” motion
compensated pixels with quantized motion vectors.

We have to take also into account the low frequency temporal
subbands coding noise introduced on the imagesx2k andx2k+2 and
denoted respectively byε2k andε2k+2:

x̂2k(p) = x2k(p)+ε2k(p) andx̂2k+2(p) = x2k+2(p)+ε2k+2(p)

Therefore, the synthesized pixel with quantized motion vectors
(“Backward” and “Forward”) and with coding error on the low
frequency subbands can be written as:

̂̃xB̂2k+1

2k = x̃B̂2k+1
2k + ε̃ B̂2k+1

2k and̂̃xF̂2k+1

2k+2 = x̃F̂2k+1
2k+2 + ε̃ F̂2k+1

2k+2

By using equations (1) and (2), we obtain the following relation:

x2k+1(p)−̂̃x2k+1(p) =
1
2

(
(xB2k+1

2k − x̃B̂2k+1
2k − ε̃ B̂2k+1

2k )

+(xF2k+1
2k+2− x̃F̂2k+1

2k+2− ε̃ F̂2k+1
2k+2)

)
− εhk

The distortionD becomes therefore:

D =
1
K

K
2 −1

∑
k=0

[
1
4
(Pn(xB2k+1

2k − x̃B̂2k+1
2k − ε̃ B̂2k+1

2k )

+Pn(xF2k+1
2k+2− x̃F̂2k+1

2k+2− ε̃ F̂2k+1
2k+2))+Pn(εhk

)

]

By introducing the scalar products defined for the “Backward” vec-
tors as (with similar notation for the “Forward” vectors):

〈
xB2k+1

2k , x̃B̂2k+1
2k

〉
=

1
NM ∑

p

xB2k+1
2k × x̃B̂2k+1

2k

and by developing, we obtain:

D =
1

2K

K
2 −1

∑
k=0

[
1
2
Pn(xB2k+1

2k )+
1
2
Pn(x̃B̂2k+1

2k )+
1
2
Pn(ε̃ B̂2k+1

2k )

−〈xB2k+1
2k , x̃B̂2k+1

2k 〉−〈xB2k+1
2k , ε̃ B̂2k+1

2k 〉−〈x̃B2k+1
2k , ε̃ B̂2k+1

2k 〉

+
1
2
Pn(xF2k+1

2k+2)+
1
2
Pn(x̃F̂2k+1

2k+2)+
1
2
Pn(ε̃ F̂2k+1

2k+2)+2Pn(εhk
)

−〈xF2k+1
2k+2, x̃

F̂2k+1
2k+2〉−〈xF2k+1

2k+2, ε̃
F̂2k+1
2k+2〉−〈x̃F2k+1

2k+2, ε̃
F̂2k+1
2k+2〉

]
.

Assuming that the signal and the different quantization noises are

mutually decorrelated, the crossed scalar products
〈

xB2k+1
2k , ε̃ B̂2k+1

2k

〉
,

〈
x̃B2k+1

2k , ε̃ B̂2k+1
2k

〉
,

〈
xF2k+1

2k+2, ε̃
F̂2k+1
2k+2

〉
and

〈
x̃F2k+1

2k+2, ε̃
F̂2k+1
2k+2

〉
are equal to

zero. Then, high bit-rate assumptions involve:

Pn

(
x̃B̂2k+1

2k

)
≈Pn

(
xB2k+1

2k

)
≈ Pn (x2k)

Pn

(
x̃F̂2k+1

2k+2

)
≈Pn

(
xF2k+1

2k+2

)
≈ Pn (x2k+2) ,

and the distortionD can be simplified as:

D =
1

2K

K
2 −1

∑
k=0

[
Pn (x2k)−Γx2k

(
ηB2k+1

)
+

1
2
Pn

(
ε̃ B̂2k+1

2k

)

+Pn (x2k+2)−Γx2k+2

(
ηF2k+1

)
+

1
2
Pn

(
ε̃ F̂2k+1

2k+2

)
+2Pn(εhk

)

]

with, Γx2k(ηB2k+1) =
〈

xB2k+1
2k , x̃B̂2k+1

2k

〉
(similar notations for image

x2k+2).
Moreover, thanks to the high-rate assumption, we also have:

Pn

(
ε̃ B̂2k+1

2k

)
≈Pn

(
εB2k+1

2k

)
≈Pn (ε2k)

Pn

(
ε̃ F̂2k+1

2k+2

)
≈Pn

(
εF2k+1

2k+2

)
≈ Pn(ε2k+2)
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The distortionD, which represents the reconstruction error due to
the motion and the subbands quantization on one decomposition
level, can thus be expressed as:

D =
1

2K

K
2 −1

∑
k=0

[
Pn (x2k)−Γx2k

(
ηB2k+1

)
+

1
2
Pn(ε2k)

+Pn (x2k+2)−Γx2k+2

(
ηF2k+1

)
+

1
2
Pn(ε2k+2)+2Pn(εhk

)

]

3.3 Generalization to N decomposition levels

The expression of the input/output distortionD can be easily gener-
alized to several temporal decomposition levels (withN the number
of levels):

D =
1

2K

N−1

∑
n=0

K
2N−n −1

∑
k=0

[
Pn (x2N−nk)−Γx2N−nk

(ηB2N−nk+2N−n−1 )

+Pn (x2N−nk+2N−n)−Γx2N−nk+2N−n (ηF2N−nk+2N−n−1 )

]

+
1
K

( 1
2N Pn(ε(N)

lk
)+

N

∑
i=1

1
2i Pn(ε(i)

hk
)
)

(3)

with l (N)
k the low frequency subband andh(i)

k the high frequency
subband at theith decomposition level.

3.4 Validation of the distortion model

To validate the proposed model, we compare the results obtained ex-
perimentaly for the input-output distortion of the coder with those
obtained by applying the theoretical distortion formula (3). In fig-
ure 3, we present the results of the distortion for the CIF sequence
“Foreman” on two decomposition levels with a (2,0) lifting scheme
at 500 Kbps, for different motion bit-ratesRv, where both quarter-
pixel motion vectors and wavelet subbands are quantized. Beside,
the theoretical curve is approximated using Smoothing-B splines.

These results show that the theoretical and experimental curves
are close and follow the same progression. We observe no more
than 5 % on average for the errors between theory and experimen-
tation. Therefore, the proposed theoretical distortion model for the
coding error provides a good approximation.

4. MODEL-BASED BIT-RATE ALLOCATION

The input/output distortion model being defined by the previous
equation, the problem is now to find the optimal bit-rates forthe
motion vectors and for the temporal wavelet coefficients in order to
minimize the total distortion. The proposed method is described in
the following section.

4.1 Optimization problem

The problem(P) of bit allocation between motion information and
wavelet coefficients can be formulated as:

(P)

{
min
Rv,Rc

D(Rv,Rc)

under constraintRv +Rc = Rt

whereRv is the motion bit-rate,Rc = ∑i
1
2i Rci the wavelet coeffi-

cients bit-rate, andRt the target bit-rate. In order to solve problem
(P), we use the Lagrange multipliers and we introduce the follow-
ing convex criterion:

Jλ (Rv,Rc) = D(Rv,Rc)+λ (Rv +Rc−Rt).

The optimal solution(R∗
v,R

∗
c) is then obtained by minimizing

Jλ (Rv,Rc). For fixedλ , we can find the optimal solution by solving
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Figure 3: Validation of the theoretical distortion model (both
quarter-pixel vectors and wavelet subbands are quantized)on the
sequence “Foreman” at 500 Kbps, on two decomposition levels.

the following system:





R∗
v(λ ,Rc) = argmin

Rv

Jλ (Rv,Rc) for all Rc

R∗
c = argmin

Rc

Jλ (Rv,Rc)|Rv=R∗
v(λ ,Rc)

.

Varying the value ofλ in an efficient way (for example by using
dichotomy) permits to meet the constraint.

4.2 Bit allocation algorithm

The proposed allocation algorithm works as follows:

1. λ = λinit
2. For each value ofRc, find the valueR∗

v(λ ,Rc) that minimizes
the criterionJλ (Rv,Rc)

3. Find the valueR∗
c that minimizes the criterionJλ (R∗

v(λ ,Rc),Rc)
4. If R∗

v +R∗
c = Rt then stop, else change the value ofλ and go to

step 2.

5. EXPERIMENTAL RESULTS

We present the results of the bit allocation algorithm for the se-
quence CIF “Foreman” with quarter-pixel motion vectors andthe
sequence SD “City” with pixel motion vectors, on two decomposi-
tion levels with a (2,0) lifting scheme. Figure 4 shows typical curves
for Jλ , for sequence “City”. Curve 4(a) represents, for a fixedλ , the
criterionJλ (Rv,Rc) as a function of the motion bit-rateRv for one
subbands bit-rateRc: whenJλ is minimum, we deduce the optimal
motion bit-rateR∗

v for this Rc; whereas curve 4(b) represents, also
for a fixed λ , the criterionJλ (R∗

v(λ ,Rc),Rc) as a function of the
subbands bit-rateRc. According to the value ofλ , we have thus the
optimal couple (R∗

v,R∗
c).

Figure 5presents, for the two sequences, the performances com-
parison between the curve obtained by applying this bit allocation
algorithm (with optimal valuesR∗

c andR∗
v presented in table 1 for

each total rateRt given by the value ofλ , for “City”) and the curve
without allocation (triangular markers: for same target bit-ratesRt ,
Rv = 126.6 Kbps for “Foreman” andRv = 160.4 Kbps for “City”,
lossless motion coding). These curves represent the input-output
distortion as a function of the target bit-rateRt . It appears that using
the optimal bit-rates allows to improve the quality of the decoded
sequence. These results show that the proposed approach of opti-
mal bit-rate allocation gives satisfactory results.
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Figure 4: Bit-rate allocation on “City”, pixel motion vectors,
two temporal decomposition levels atλ = 0.004: (a) Criterion
Jλ (Rv,Rc) function of Rv with Rc = 230 Kbps; (b) Criterion
Jλ (R∗

v(λ ,Rc),Rc) function ofRc.

Rt 220 270 300 350 480 640 830
R∗

v 59.2 89 94.8 120.8 160.4 160.4 160.4
R∗

c 160 180 200 230 320 480 670

Table 1: Optimal bit-ratesR∗
v andR∗

c for different target bit-ratesRt
for “City” on two decomposition levels, with pixel motion vectors
(bit-rates in Kbps).

6. CONCLUSION

In this paper, we have proposed a theoretical model for the in-
put/output quantization distortion where both motion vectors and
temporal wavelet coefficients are lossy quantized in the framework
of MCWT video coder. This model has been established on several
temporal decomposition levels and takes into account the motion
quantization error as well as the wavelet coefficients quantization
error.

Furthermore, using this model, we have derived an efficient
bit allocation algorithm to dispatch the binary resources between
motion and wavelet coefficients. Indeed, it is well known that op-
timizing the rate-distortion trade-off between motion information
and wavelet coefficients is a crucial problem. The proposed model-
based approach permits to find analytically, for a target bit-rate,
which optimal rates to choose for the motion vectors and the wavelet
coefficients in order to have a minimal distortion at decoding.

This feature decreases the computational complexity and cost
of the coding and improves the coder performances. Experimental
results show an improvement in term of MSE for the decoded video
compared to a standard approach without optimal bit allocation.
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