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ABSTRACT interval of this effective quantization characteristiceaure-
Video transcoders are devices that convert one video bisonstruction value is calculated such that it is shifted the
stream into another type of bitstream, either with or with-real center of the interval. This decreases the requaitizat
out standard format conversion. One step to be applied ilvss especially in those cases, where the state-of-thepart
video transcoders is the requantization of the transform cgroach performs worst. It can be used in the transcoder and
efficients, if an adaptation to a lower data rate is necessarthe decoder simultaneously or only in the decoder for dis-
During this step, the quality is in most cases degraded conplaying.
pared to a single quantization. This is a consequence of non- This work is organized as follows. Section 2 describes
overlapping quantization characteristics of the input ted  the requantization process in details. Then our new reguant
output quantizer. In this work we propose a new choice ofation scheme is outlined in Sec. 3 and simulation resudts ar
the reconstruction level for the requantization step ddpen given in Sec. 4. Section 5 concludes the work and gives an
ing on the effective quantization curve of both quantizatio outlook of the next steps.
parameters involved. The reconstruction level is caledlat
such that it is centered in each effective quantizatiormate 2. REQUANTIZATION LOSSES
after requantization.

Compared to the standard midpoint requantization thi
leads to quality gains of 3 dB PSNR for most pairs of input
and output quantization parameters (QP). The algorithm i
useful for intra- and inter-frame coding.

block diagram of a cascasded transcoder is drawn in Fig. 1.
he entropy coding of the input bitstream is reversed and the
CT coefficients are reconstructed by mapping the quanti-
zation levels., to valuesC,. Afterwards the motion com-
pensated difference of output and input coefficients is ddde
1. INTRODUCTION for drift-free transcoding of inter-frame macroblocks. rFo
intra-frame coding, this feedback is zero. The resulting co
It is often necessary to adapt encoded video bitstreams aficient is then requantized to levelg by the output quantizer
cording to the transmission environment in order to supporg),. For actual coding standards such as JPEG or MPEG-2,
as many end devices as possible. This can be done by videgls step is implemented as a rounded real-valued division
transcoding technologies, for which a good overview can baccording to the quantization paramedgi6]:
found in [1]. A typical approach for bitrate adaptation is ho
mogeneous transcoding in the domain of the Discrete Cosine ICgl
Transform (DCT). Efficient implementations are investaght Lg = sgnCg) {ﬁ + O-SJ (1)
very well for the MPEG-2 standard, e.qg. [2, 3]. Here, the bit- B

stream is decoded only up to the reconstruction of the transthjs non-linear process is lossy due to the floor operation.

form coefficients. Then requantizationis appliedonthesec  The midpoint reconstruction for decoding is then defined
efficients. This avoids the time consuming step of conversio -

to the pixel domain using the inverse DCT. The requantiza-

tion leads to a smaller number of levels to be encoded and éB =Llg-2-05 (2)

therefore to a lower data rate. For drift-free transcodifg o

inter frames (P-frames), additionally the difference w It is the state-of-the-art approach typically implemenasd

the reconstructed input and output coefficients has to be calable-lookup, because of the limited range of different QP

culated. values. These steps have to be performed both at the
Not very obvious is the fact that requantization intro-transcoder and the decoder for reconstructing the referenc

duces an additional error compared to the quantization dfames.

the undistorted transform coefficients. This error is often  Quantization introduces quality losses on the recon-

called transcoding loss. It is the effect of superimposimg t  structed images(X,y), where x,y are the pixel positions

non-linear quantization characteristics. The first quaation  within the image. The quality is quantified using the well-

leads to additional distortions after the second quantizat known Peak-Signal to Noise Ratio (PSNR}S) given the

Anincreased quantization error compared to the quantizati undistorted imags(x,y) of sizeM x N:

of undistorted data is the result. A modeled analysis of this

requantization problem for laplacian probability distriion . 255
can be foundin [4, 5]. P(§) = 10log,,{M-N- J )]
We have investigated the effective output quantization Y Y (s(x,y) —8(x,y))?

characteristics after requantization. In our work, forkeac x=0y=0
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Figure 1: Compressed Domain Homogeneous Video Transcsdey Requantization
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Figure 2: The effective characteristic due to superpasitio  Figure 3: Requantization loss of midpoint reconstruction i
two quantization processes (QR = 3 and QRyz =5) dB PSNR for selected combinationsayf andqg in depen-
dency ofqg, ('Fastfood’,QCIF, 50 frames)

Instead of quantizing undistorted input signals, a 10

transcoder has to work on prequantized sigrigls This
means that the output quantization characteristic uggg L , /
is dependent on the first quantization characteristic uging / /
from the input bitstream. The superposition of the two non- 0 /
linear processes and the resulting effective charadtersst : 5 / / /
/
—10t / OnIqu

4]

shown in Fig. 2. The red solid line is the effective quanti-
zation characteristic and it can easily be noted that it ts no
evenly distributed. For coefficients where the second quan-
tization characteristic (green, dash-point) intercepésfirst -15
one (blue, dashed) a wrong level is calculated. Thus, an addi

tional error is imposed on the signal. This is the requantiza

tion loss also called transcoding loss. In these casesythe fi
guantization changes the effective output value to ond lev
above or below the optimum accordingdg. The requanti-
zation losD of an images;, q, Usingdg afterg, compared
to a singly quantized imag®,"in dB PSNR as in Eq. (3) is

Quantization Error E

Effective N after a,

20 40 60 80 100
Input values C

Figure 4: Error signals of requantization (red) vs. quamtiz
Sion of an undistorted signal (green, dashed)

minimum error energy for uniformly distributed input sig-
_p(& )\ _p(& nals. The solid red line in Fig.4 shows the error signal after

D = Pl&g) — P(Sa,00) @ requantization. It is unsymetrically arouid= 0 and has

For a number of significant combinationsf andqg the  different widths of the quantization intervals, eQ= [9;21]

quantization los® is shown dependent ag, in Fig. 3 for  is smaller than the interval = [21;39. Because of this, the

50 frames of the sequence 'Fastfood’. It can be noted that thguantization error is not minimized using the midpoint re-

maximum of about 3 dB PSNR loss is found for requantizingconstruction.

atgg = 2-q,. Requantizing adlz = 3- g, has zero losses, be-

cause here both characteristics superimpose withoutiogpss 3. NEW RECONSTRUCTION

each other.

Figure 4 shows an example of the effect of requantizaAs a consequence of the above observations, we developed a
tion on the error signal. The dashed green line is the erranew method to improve the transcoding quality. The princi-
introduced by quantization of the undistorted frame. It isple idea behind our approach is to use the information of the
symmetrically around the error vallie= 0. For reconstruc- QPsg, andgg within the transcoder and calculate a new re-
tion values at the midpoint of the interval this results ie th construction level at the center of each effective quatitina
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transcoder. Then the decoder can perform all the steps pre-
sented above but only for displaying the frames. In parallel
the decoder has to perform the midpoint reconstruction for
usage as reference for inter-frames in order to avoid emeode

Figure 5: Principle method of the proposed algorithm

interval. decoder mismatch.

Shifted Reconstruction Efficient Implementation

The algorithm can be described as follows: The range of QP is limited in todays coding standards to a
1. Storeg, of the input bitstream few values. This makes the algorithm efficient, if precalcu-
2. Selecty used for requantization in blod®; of Fig. 1 lating all values in advance and then storing them in a table.

The algorithm itself then only consists of a table lookup for
each level and therefore needs the same complexity as the
midpoint reconstruction.

3. Compute the effective quantization characteristic gisin
Eq. (2) successively with firgf, and thergg

4. For each level g the new center poir(Lg) must be
obtained. Given the reconstruction boundaﬂ?s_B)

andC, (Lg) of level Lg, the real-valued interval center
CC(LB) can be calculated as

4. SIMULATIONS

For evaluation of our algorithm, we conducted a series of
experiments on a great number of sequences, both for intra-
R Ch(LB) -G (Lg) frame and for inter-frame coding. 50 frames of the sequences
Cellg) =G+ ——5—— (5)  from the Video Quality Experts Group (VQEG), e.g. 'Mo-
. bile’, 'Fastfood’, or 'Car Race’ in Quarter Common Inter-
5. Use the shifted valu€; as new signal value for the re- mediate Format (QCIF) were used.
construction of the image at the bloQ in Fig. 1 Intra-Frame Coding

An example of this algorithm is shown Fig. 5. Vertical e quantization los® for intra-only coding is shown in

bars are the boundaries between the quantization intervig‘ nden in Eig. 8. W dth m rameter
that are mapped into levels. The reconstruction values dfcPendency of, in Fig. 8. We used the same parameters,
?spemallqu, as for Fig. 3 where the midpoint quantization

gﬁﬁ/holr?\e/%luzrr?ti(zj;?ivgg I,? ;;Egg?]lg;ﬂﬁggg égﬁ;cgr? de ;cl)npuls_use(_:l. The shifted reconstruction performs better than th
Enldpomt reconstruction. This is most significant for theea

the upper reconstruction values are selected. At this poin heregg = 2-,. Here, the performance is over 3 dB PSNR

the values are centered within their intervals. The secon igher, than the midpoint requantization (Fig. 3). This can

line shows quantization of undistorted input usopg This Is0 b in th ified part of outbUL | h
is the reference for a transcoder, but it is impossible towgal 'S P€ S€€N I the magnified part ot output images shown
in Fig. 7 usingg, = 3 andqgg = 6. The undistorted original

late because of the prequantization. Instead, the thirdsow image is very smooth and noise-free in contrast to the mid-
found i the transcoder after requantlzatlo@gll, showing point reconstruction. Using the shifted reconstructidmg t

the effective quantization intervals that have unequafiral noise is less apparent especially in regions close to eftes
widths. In this case, the reconstruction values from midpoi ; ppare P y 9 tiges,
example in the encircled areas.

reconstruction are not centered within the intervals. Qar p SO . o
posal is drawn in the lowest row. It shows that the reconstruc,_ N S0me cases the logsin Fig. 8 is negative indicating
tion values are now shifted into the center of each interval. 2€lter performance than the reference. This effect is found
Using this algorithm, the quantization error of the ef-in @ number of combinations of, andqgg, €.9.0s =2- Qs
fective characteristic is symmetric around the reconsipnc  More combinations with this behaviour can be found in a di-
value. This leads to a lower error energy. However, a decod&d'am showing the quality in dB PSNR for a fixgd = 6
must perform the same steps as the transcoder in order not!fhd€Pendency ofig as in Fig. 8. Better performance than
introduce mismatching prediction for inter-frames. There (€ réference can be found for quantization step sizes 14,

fore additional information about the first QR has to be 16 @nd 24. The reason is the non-uniform distribution of
embedded into the bitstream. image signals, typically a laplacian distribution. The dmp

tude probability of a coefficient is monotonically decreasi
Decoder only with increasing distance to the maximum at a zero amplitude.
Another possibility is to use the algorithm only at the demod Our algorithm implicitly shifts the value in direction of e

as shown in Fig. 6. In order to achieve this, the prequantizaamplitude for these combinations and thus to values with a
tion value has to be transmitted along the bitstream by thhigher probability compared to the reference. This reduces
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(a) Original

(b) Midpoint Reconstruction

(c) Shifted Reconstruction
Figure 7: Zoom into outputimage of 'Mobile’ fay, = 3 and
gg =6
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Figure 8: Requantization loss for a choice gy as func-
tion of q, compared to quantization on undistorted data using
gg (simulated: QCIF, 50 frames); negative loss means better
performance than the reference (see text)

the overall error variance and therefore the error energy an
results in a better quality than the reference.

The results are also valid, if the proposed scheme is only
applied at the decoder, because no mismatch is introduced
due to feedback.

Inter-Frame Coding

The scheme can be used also for inter-frame encoding even if
the feedback due to the motion compensation distorts the new
signal. However, the distortion is relatively small corrguhr

to the output quantization, and therefore the distortidroin
duces problems only in some cases. Results for 50 frames of
'Fastfood’ encoded as 'IPPP’ are shown in Fig. 10. Two
different cases are distinguished.

The upper row depicted by 'x’ marks is the quality for
the case where transcoder and decoder use the new scheme
equivalently. For most of the combinations @f and qg
where midpoint reconstruction has the greatest losses, the
shifted reconstruction performs significantly better @s).

Only for the quantization step sizes 26 and 34 it has a lower
quality. In these cases the intersection of both quantieer i
tervals next to amplitude zero is very small. Furthermoee th
distorting effect of the feedback due to motion compensatio
becomes stronger because of the increased distance between
0, andgg. Both facts together increase the probability that
another level is chosen for the coefficient than the original
one. But then, the shifted reconstruction value incredses t
distance of the reconstruction point to the real value.

The second case marked by diamonds is if only the de-
coder uses the shifted reconstruction for displaying bat no
for feedback. It can be seen that here the quality gain is
not so high, but it performs better than the midpoint scheme
for most values ofjg. The same problems as above can be
found at the step sizes 26 and 34. This is another hint that the
shifted point is non-optimal here, due to the feedback of the
requantization error.
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Figure 9: Results for intra-frame transcoding
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5. CONCLUSION

Based on the works of [4] and [5] we explained, why re-
quantization using the state-of-the-art midpoint recast

tion defined in Eq. (2) leads to requantization losses. We
propose to use a shifted reconstruction value at the center
of each effective quantization interval for a video trargso

and the successive decoder. This implies no more computa-
tional complexity than the standard algorithm because anly
lookup into a different precalculated table is requiredeTh
approach is not standard compatible. The decoded image
quality is increased for intra-coding by up to 3 dB PSNR.
For inter-frames, our approach performs also well, but the
gain is smaller. Only for a few known combinationsapf
andqg its performance is worse.

Alternatively, our algorithm can be used only at a decoder
for displaying without increasing the complexity. The pef
mance of this approach results in smaller quality gains, but
again it is better than the standard scheme. The transcoder
has then only to transmit the prequantizatipn

Further improvements may be done, if choosing the re-
construction according to the probability density funotad
the signal.
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Figure 10: Results for inter-frame transcoding; also the
decoder-only case is shown



