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ABSTRACT 

Predictive coders that split the prediction decision into con-
texts depending on the local image behaviour have proved to 
be practically useful and successful in image coding appli-
cations. Such predictive coders can be named as multi-
channel. LOCO is a simple, yet successful example of such 
coders. Due to its success, a fair amount of attention has 
been paid for the improvement of multichannel predictive 
coders. The common task for these coders is to split the pixel 
layout around the pixel of interest into a list of contexts or 
prediction rules that specifically succeeds in predicting the 
value in a reasonable way. The improvement proposed in 
this work is due to the well known observation that the pre-
diction error pdfs are not identically or evenly distributed 
for each channel output. Although several methods have 
been proposed for the compensation of this situation, they 
mostly perturb the low complexity behaviour. In this work, it 
is shown that a two-pass coder is a simple, yet efficient im-
provement that perfectly determines channel pdf bias 
amounts, and the adjustment produces up to 5% compres-
sion improvement over the test images. 

1. GENERAL INFORMATION 

Classically, predictive image coders exploit the correlation 
between neighboring or physically close pixels inside and 
image to obtain a low entropy output. After the transform or 
prediction stages, the output signals mostly have a narrower 
pdf or histogram, indicating a lower energy and lower en-
tropy. If the predictor is kept the same throughout the whole 
input data, the sharpness of pdf solely depends on the pre-
diction power of the algorithm. In case of multiple predic-
tions that are selected according to an initially set context 
rule, the predictions within each selected context may corre-
spond to a sub-optimal decision. The algorithm of a 4-
channel predictor corresponding to 4 hypothetical contexts 
can be listed as follows: 
 
 
 
 
 
 
 
 
 
 
 

       In such algorithms, it is normal to encounter situations 
where pdfs of each channel output are distributed different 
from each other. Since each condition is rule based, the rule 
may inherently produce biased or skewed distributions. For 
example, the prediction error for condition_1 may have dis-
tribution mean 1µ , and condition_2 may 2µ . These differ-
ent prediction channel means would be unnoticeable if the 
overall prediction mean is close to zero. Compensating for 
the bias of each channel before merging the outputs may 
sharpen the histogram of the “overall” output.  

Although the differences in biases of channel output dis-
tributions are commonly encountered cases, the reasons of 
these are hardly predictable using simple image models 
within short templates. As an example, LOCO is a very 
popular multichannel predictor which uses a short 2x2 tem-
plate around the pixel of interest. Although the original algo-
rithm is very simple and fast, yet fairly efficient, the authors 
of LOCO already have recommendations for the compensa-
tion of bias in channel outputs utilizing complicated stochas-
tic models, perturbing the simplicity and beauty of the algo-
rithm. Furthermore, these methods do not totally compensate 
for the bias in practical images. In another work regarding 
LOCO, the bias is not determined. Instead, the entropy coder 
following the prediction stage was compensating for the pos-
sible bias differences in channels. 

Exact modelling of the bias or skew in a channel would 
completely solve the problem of prediction error histogram 
sharpening. However, such a model construction requires a-
priori information of the considered image which makes it 
practically impossible to use. More generalized models, on 
the other hand, are quite complicated together with high 
computational complexity figures. Instead of such compli-
cated attempts, it is proposed here that simple measurement 
of each channel histogram bias and skew after one pass of the 
multichannel predictor would provide all the information 
necessary to compensate and sharpen the overall output dis-
tribution.  

if      (condition_1 is true) 
target_pixel= pred_1; 

else if (condition_2 is true) 
target_pixel= pred_2; 

else if (condition_3 is true) 
target_pixel= pred_3; 

else 
target_pixel= pred_4; 

2. PREDICTION ERROR PDF ALIGNMENT 

No matter how many channels a prediction algorithm may 
have, the entropy coding stage that follows the prediction 
step only depends on the overall prediction error. In that 
case, the sharper (with less entropy and/or less energy) the 
output histogram is, the better the overall compression be-
comes. The following illustration in Figure 2 depicts a typi-Figure 1: A 4-channel predictor algorithm. 
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cal situation where a wide-spread input histogram trans-
forms into a histogram with lower entropy. 
 

 
 
 
 
 
 
 
 
 
 
 
 
In this example, the output distribution seems to have a nice 
Gaussian distribution with a relatively low variance. How-
ever, since it corresponds to a straight collection of all the 
channel outputs, it does not carry any information about 
how each channel output histograms may look like. In this 
work, it has been observed that, even when the overall his-
togram exhibits nice properties, the individual histograms of 
separate channels may actually exhibit awkward behaviour 
including biased means or skews. It may, therefore, be pos-
sible that the above overall prediction error distribution may 
actually correspond to the system in Figure 1 with each 
channel distribution as illustrated in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      When the outputs of each channel with such distribu-
tions get collected, the overall output histogram becomes as 
in Figure 4. In the illustrated case, it is hard to claim that the 
overall histogram is optimum, although it may look so. Sur-
prisingly, such behaviour is quite common in various stan-
dard predictive coders including CALIC or LOCO. It is, 
therefore, quite critical to sharpen the resulting histogram by 
manipulating the separate channel output histograms. As 
indicated in Section I, one has to also keep in mind that the 
manipulation should not perturb the simplicity of the origi-
nal prediction algorithms by incorporating complicated sto-
chastic models.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
2.1 The alignment process 

 
The idea presented in this work is to compensate for the 
biases of the separate channel outputs. One actually neither 
wants nor needs to estimate for the bias. It has been ob-
served that measurement of the bias is a simple and efficient 
approach. The measurement is obtained by running the algo-
rithm once. Therefore, after the first pass, the bias and other 
statistical information is directly obtained. This two-pass 
approach technically does not increase the complexity order 
of the algorithm. Instead, the run-time is approximately mul-
tiplied by two. In the succeeding sections, it will be shown 
that the improvements obtained may be well worth the in-
crease in the total execution time. Continuing with the above 
example, an improved (sharpened) histogram can be ob-
tained as in Figure 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

3. DETERMINATION OF EFFECTIVE BIAS 

 
Although the existence of bias is visible by observing 

the histograms of individual channel outputs, the effective 
amount of offset to be applied to each channel stays to be an 
issue. Depending on the minimization of the overall predic-
tion error energy or entropy, the amount of shifts to be ap-
plied may vary.  

Typically, there are three issues to be considered in the 
alignment process: the mean, the distribution peak, and the 
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Figure 3: Possible error distributions of individual prediction 
channels 
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Figure 4: Overall histogram by combination of separate 
channel outputs. 
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Figure 5: Cumulative histogram after aligning for 
the biases of separate channel histograms 
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dynamic range. One has to be careful about the optimization 
goal. As an example, by simply aligning the means of each 
channel output distributions to zero, one may come up with a 
total distribution which has higher entropy. 

It has been experimentally observed that the distribution 
peak (the mode of the sequence) gives the best entropy re-
duction for the LOCO multichannel predictor. The reason for 
this may be due to the skewness of the channel distributions. 
It has been observed that one of the three channels of LOCO 
gives a balanced distribution, whereas the other two have 
biases in opposite directions and skews in the negative direc-
tion of their biases. A skewed and biased distribution is illus-
trated in Figure 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In this figure, it can be seen that the majority of the data 
samples are not covered evenly around the mean. Instead, the 
mode is closer to the center of the region which covers 90% 
of the samples. These types of situations were commonly 
encountered in experiments that we have conducted using the 
LOCO prediction algorithm. Consequently, the alignment 
using the offset determined from the mode gave the best 
compression improvements.  

At the end of such an alignment of individual channel 
distributions, the overall prediction error distribution was 
observed to be sharper with less entropy and energy. The 
overall scheme applied to the example in Figure 1 can be 
summarized as follows: 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
where offset1 to offset4 are first determined by running the 
code in Figure 1 once and looking at individual histograms. 

4. EXPERIMENTAL RESULTS 

The experiments are conducted over the original LOCO 
prediction algorithm that uses a simple three-channel context 
as follows; 

Let the following 2x2 region be the template of interest 
that slides over the image in a raster-scan order: 
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Figure 6: A biased and skewed distribution 

if      (condition_1 is true) 
target_pixel= pred_1 + offset1; 
 

else if (condition_2 is true) 
target_pixel= pred_2 + offset2; 
 

else if (condition_3 is true) 
target_pixel= pred_3 + offset3; 
 

else 
target_pixel= pred_4 + offset4; 

Figure 7: A 4-channel aligned predictor algorithm.
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Figure 8: A 2x2 LOCO template. 
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channels and lets the user to select the amount of offset to be 
applied to each channel. Since the amount of evaluated bias 
is put into the coded bitstream, lossless compression is guar-
anteed. Several energy and entropy reduction examples can 
be given. However, due to lack of space and to better im-
prove flexibility, the experiment application and some test 
images are made available for download [6]. A screen output 
is illustrated in Figure 10: 
 

 
 
Figure 10 clearly proposes that improveme
image.  Similar situations occur in all of
images. The situation for the peppers test 
11. Here, it can be noted that, after the 
taken as the modes of distributions for co
an improvement is visible. 
 

 
 
 
 
The illustrated software also displays 
gies of the original and improved dis
all the statistical properties of indiv
tions such as mean, mode, skewness,
sult, the improvements listed in Table 
        The improvements in the entrop
practical coding results. To incorpora
each channel into the coded bitstream
This extra burden is very marginal, an

overall compression ratio for the following test images with 
sizes 512x512. Therefore, the reduction in entropy is almost 
identical to the overall compression improvement. 
 
Table I : Experimental Results. 

Image Original LOCO 
Entropy 

Improved 
Entropy 

Improve-
ment 

Peppers 4.9423 4.8082 %2.71 
Boats 4.4081 4.3821 %0.59 
Lena 4.5470 4.5331 %0.30 
Mandrill 6.2748 6.2715 %0.21 

 
Cumulative distribution The improvements are marginal for some test images, but for 

other images with smooth surfaces having gradients, the im-

Figure 10: Error distributions for test im
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5. EXTENSIONS AND DISCUSSIONS 

The histogram sharpening method described here also 
inspires the idea that, if one can obtain sharp (but probably 
biased) sub-distributions along several prediction channels, 
the channel distributions can always be aligned in the second 
pass and an overall sharp output can be obtained. In that case, 
smartness and efficiency of the unified or single prediction 
would be of little concern. Instead, the splitting of the predic-
tion into several channels would be more important. This 
effect is being investigated as an extension by the authors. 

In this work, however, the multichannel distribution 
alignment is investigated using a commonly used prediction 
algorithm: LOCO. It has been shown that biases of channel 
outputs can be easily obtained by running the algorithm once. 
After this determination, if these biases are added to respec-
tive channel outputs, the overall prediction error sequence 
has a sharper distribution with less entropy and energy. The 
proposed method is computationally simple, and it does not 
alter the complexity by incorporating complicated signal 
models. Furthermore, the improvement obtained this way is 
more than the reported improvements obtained by using 
more complicated bias cancellation methods in the literature. 
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