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ABSTRACT It has been shown in several publications that the con-
ergence speed of the back-propagation algorithm can be in-
reased if a time-varying learning rate is implemented [7]-
11]. Usually the learning rate is adapted using the output e
or, and the mechanism of learning rate adaptation incsease

. . ; he computational complexity of the system. Another way to
Even when the neural networks are trained in off line mode crease the convergence speed of the neural networks is to

shorter convergence interval would be of interest due to var§e orthogonal inputs that can increase the modelling accu-

ious reasons. In the TTP mapping, decreasing the numb#l . s
: . . ) ; .“racy as well [3]. In this regard, a self-organizing codebook
of necessary iterations is equivalent to relaxing the megui ag propose[d ]in [5] with tghe aim to incrgease tﬁe phoneme

ments for the dictionary size. In this paper, we show tha : . : .
proper letter encoding can increase the convergence spe @furacy in the TTP mapping task. In this approach, the in

X letters are encoded using a separate small neural hetwor
of the multilayer perceptron neural network for the task OfAnother way to increase the performance of the adaptive sys-

TTP mapping. Experimental results that compare the perfort- is to apply some transformation at the input of the NN.
is

mance of several techniques that speed-up the convergenf ; : . :
; . . was done in [8] by using the discrete cosine transform
of the multilayer perceptron, in the context of TTP mappmg(DCT) to orthogorEa}izgthe NgN’s inputs. The phoneme ac-

are also presented. curacy obtained with the MLP neural network for different
orthogonal and non-orthogonal letter codes was also stud-
1 INTRODUCTION ied in [6]. In that paper, it was found that the random real

One important step in several speech processing apphmtiovalued codes can give improved recognition rates compared

is the text-to-phoneme mapping. In speech synthesis, TTE"th other orthogonal and non-orthogonal letter codes for

S . . . mall neural network complexities (small number of synap-
mapping is responsible for translation of the written text t tic weights). However, in [6], the random real valued letter

the corresponding phonetic transcriptions from which the odes were shorter than the orthogonal binary codes. More-

synthetic speech is then generated. In speech recognition, . .
I : e . ver, the main focus in [6] was the phoneme accuracy and
a dictionary of phonetic transcriptions must be build by map not the size of the training dictionary.

ping the words to their phonetic transcriptions and this is In this paper, we extend the work in [6] and we study

done by TTP mapping. the convergence speed of the MLP neural network that uses

Several solutions, to the problem of TTP mapping, have 4o codes for the input letters. We show that when the
been proposed in the open literature. Some of the SOIUUO;’E

In this paper we address the problem of text-to-phonem%
(TTP) mapping implemented by neural networks. One im-
portant disadvantage of the neural networks is the conve&
gence interval which can be in some situations very larg

based on decision t 41 while oth | put letters are encoded using vectors with equals lengths
arekafe Or]l ecksr:onTTr;eDes [4] w |e30 grs 1ulse qr?]ura dn 5al random codes can provide faster convergence compared
works 1o periorm the mapping [3], [SI-[11]. The ad- 4 e orthogonal binary codes that are usually implemented
vantage of the decision trees is that they provide a more a

: ~YWe compare the results obtained using binary and random
Curate mapping for known words (words that were used in alued codes with other two approaches that use a time-
the training process). However, for new words that were nob, ving jearning rate and transform domain training.  In
used in the training process, neural networks provide SUP&saction 2 we describe with the description of the text-to-
rior phoneme accuracy compared to the decision trees [4]. phoneme (TTP) mapping problem, and we give implemen-
The well known multilayer perceptron (MLP) neural net- '

. y ation details and discuss the importance of having a fast
work have been applied with success to the problem of TT Ronverging TTP mapping system. In Section 3, we describe

mapping [3], [5]-{11]. When MLP is trained with the back- e neyral networks that are used in this paper and the en-
propagation with the momentum algorithm the adaptive SySzqjing methods implemented for the input letters. Section 4

tem is simple to implement and has a low computationalp g comparative experimental results and Section 5 con-
complexity. The setup of the training process is simple dug,qes the paper.

to the fact that only one parameter, that is constant during
the training , controls the stability and the modelling perf e

mance of the NN. However, the MLP trained with the back- 2. TEXT-TO-PHONEME MAPPING

propagation algorithm possess a slow convergence that refm this section, we give a brief overview of the TTP mapping
resents a major drawback (the importance of a fast trainingutlining the necessity to have a fast converging system. In
system in the context of TTP mapping will be emphasizedill systems implemented to perform TTP mapping the in-
later in this paper). In order to deal with this problem saVer put consists of a set of letters and the output of the system
approaches have been introduced. is represented by the corresponding phonemes. For imple-
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Letters| Corresponding binary vectors
a 1000...000
b 0100...000
c 0010...000
z 0000...010
\O 0000...001

Phonemeg Corresponding binary vectdr
_ 1000...000
aa 0100...000
zh 0000...001

Table 4: Orthogonal phoneme codes. Each vector has 47
elements of which only one is set to unity.

Table 1: Binary orthogonal letter codes. Each vector has 27

elements of which only one is set to unity.

Letters | Corresponding random real valued vectors
a -0.43-1.590.590.79...-0.941.47 0.08
b -1.66-1.44-0.640.94...-0.37 1.13-0.62
z | -1.140.69-0.010.23...1.47 -0.07 -0.20
\O 0.140.282.09-0.13...0.70-0.83 -1.08

Carnegie Mellon University (CMU) pronunciation dictiogar
that contains around ®@vords together with their phonetic
transcriptions. As one can observe, the total size of the
training dictionary that we have used here is huge (around
8 x 10* words). We will see in Section 4, that actually only
a small fraction from this dictionary is needed in some cir-
cumstances. In order to implement a TTP mapping system
based on neural networks the CMU dictionary must be pre-
processed first. The following steps were implemented in

Table 2: Random real valued letter codes of length 27..Therder to perform pre-processing [12]:
elements of each vector are randomly chosen from the inter- The words and their phoneme transcriptions were aligned

val [-1,1].
Letters | Corresponding binary vectors of length|5
a 10000
b 01000
C 11000
\O 1 1 0 11

Table 3: Binary non-orthogonal codes.

such that one-to-one correspondence was obtained be-
tween the letters of each word and their phoneme sym-
bols.

e In order to eliminate the ambiguity that can occur for
multiple pronunciations of the same word, only one pho-
netic transcription was chosen from each entry into the
dictionary.

e The whole dictionary was split into two parts. For the
first part we have randomly chosen 80% from the whole
CMU dictionary (each word with a single phonetic tran-
scription). The training dictionary used in our sim-
ulations contains the phonetic transcriptions of 86821

mentation the input letters are encoded as numerical values Words. The testing set contained the rest 20% (22015
The encoding affects the accuracy and convergence speed of Words) of the whole CMU dictionary. The set used for
the system and the first problem is to find the best encoding training the NNs, and the set used for testing the NNs did

scheme for the input letters.

not contain words in common.

they must be trained first on some set of letters for which th
phonetic transcriptions are known and after that the sysem
ready to use. Usually a specialist performs the transonpti

e Wwere processed as follows: First, the order of the words
in both sets were randomized. Second, each letter in a
word is encoded using some numerical vectors. In our

of the training set, based on some phonetic rules. During Paper, we have used three types of letter codes: the bi-

the training process, at each iteration, a group of lett@rs (

nary vectors shown in Tab. 1, the random real codes,

5, 7 letters) are presented at the input of the neural network Such as, shown in Tab. 2 and the binary non-orthogonal
The output of the NN is the phoneme that corresponds to the codes of length 5 from Tab. 3. The characteris in-

middle input letter. Due to this fact the number of iteration
during the training process is equal to the total numbertof le
ters in the training dictionary. In order to ensure an insegh
level of phoneme accuracy, usually a large training dietign

troduced to represent tlggaphemic null The number of
letters in the English dictionary is 26, and together with a
graphemic nullwe have 27 letters. Therefore, each vec-
tor from Tab. 1 representing a letter or space between

is used. In a large dictionary, the number of repetitions of a Words, has 27 elements. The random real codes have
certain group of input letters is large enough to be properly ~lso length 27 and their elements were chosen from a

learned by the neural network. If the available training dic
tionary is large enough, then the multilayer perceptronaleu

sequence of real numbers with zero mean random Gaus-
sian distribution and unity variance. A similar encoding

network can be trained with good performance using a con- Scheme, using binary orthogonal codes, was also applied

stant learning rate [12]. However, it is not a trivial task to

for the phoneme transcriptions. Since English can be rep-

build a large training dictionary and it can be very time con-  resented with 47 phonemes including thel phoneme
suming. As a consequence, it would be of practical interest andpseudo phonemethe dimension of the binary vec-
to have some training methodology that ensures convergence tor that encodes the phoneme is 47 (see Tab. 4).

in fewer number of iterations such that a smaller trainirgy di
tionary can be used.

After the database containing the words is processed as de-
scribed above, the next step is to train the TTP mapping sys-

In our experiments we have used the American Englisttem. Training of the neural networks used in this paper is
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Figure 1: The block diagram of the multilayer perceptronratnetwork (left) and of the transform domain multilayer
perceptron neural network (right).

done in online mode where the synaptic weights are updatduhas one input layer, one hidden layer of neurons and one out-
at each training iteration [1], [2]. After the NN were trathe put layer. The number of outputs is 47 which is equal to the
the performance in terms of phoneme accuracy is evaluatédngth of the phoneme codes. The MLP takes five adjacent
on the test dictionary. The neural networks and the trainindgtters at the input such that the number of inputs for the MLP
algorithms implemented in our experiments are briefly rewas:

viewed in the next section. Detailed description of thentrai Nin =5x% Lin +1=136 (1)

ing algorithms are given in [3], [6]-{9]- whereLy, is the length of the letter codes that is 27 for or-

thogonal binary codes and for real valued random codes (see
80— ‘ ‘ , ‘ Tab. 1 and Tab. 2). In (1) the number of inputs contain also

the input bias term this is why the unity is added.

70r The transform domain multilayer perceptron neural net-
> work has also one input layer, one hidden layer of neurons
g 60; and one output layer. A number of 47 outputs and a number
8 5ol | of 26 inputs (25 inputs due to the 5 input letters and one input
g / —%— TDMLP bias term) are used in the TDMLP neural network.
£ 40 —a—MLPVLR| 1 The activation function used in the hidden layer, of both
S 30 —A—RVMLP ] MLP and TDMLP neural networks was the hyperbolic tan-
g gent activation function described by the following foraul

20¢

(1
1Q fi(l) n) = 1 equ;l)(n)) (2)
. 1+expy V()

S S T e P 1
Percentage from the training dictionary wherey ™ (n) is the output of thé'h hidden neuron at itera-

i

tionn, fi_(l) is the output after activation function that is prop-
Figure 2: Phoneme accuracy obtained with the different neiagated in the next layer and é(is the exponential function.
ral networks as function of the size of the training dictiona At the output both MLP and TDMLP have tangential ac-

tivation function described by:

(0)
3. NEURAL NETWORKS (9 (n) = ,2P0_(). 3)
In this paper, we study the convergence speed of two neural Zexp(y§°’(n))
network structures such as multilayer perceptron neutal ne !
work and the transform domain multilayer perceptron neural (0)

network. Also three types of encoding vectors for the in-Wherey;” (n) is the output of thé" output neuron at iteration

put letters are analyzed and two training algorithms: the em, fi(o) is the output of the neural network.

ror back-propagation with momentum and fixed learning rate  The training algorithm for the TDMLP neural networks

and the error back-propagation with momentum and timeis derived from the standard error back-propagation with mo

varying learning rate. mentum in which the orthogonal transformation of the neural
The block diagram of the MLP neural networks imple- network inputs is included. The details of this trainingaalg

mented in our experiments is depicted in Fig. 1. The MLPrithm are given in [8] and in [10].
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The multilayer perceptron neural network was trainedmode, a fast converging system bring some advantages. Be-
with both fixed learning rate and time-varying learning rate sides, reduction of the processing (training) time, immatn
The training algorithm that used a fixed learning rate wasng a fast TTP mapping system greatly reduces the required
the error back-propagation with momentum (see [1], [2] andsize of the training dictionary.
[10] for more details). For the case of a time-varying learn-
ing rate, we have used the training algorithm introduced in REFERENCES
[7]. All compared neural networks were fully connected and
had equals numbers of synaptic weights. [1] S.Haykin,Neural Networks - A Comprehensive Founda-
tion-2nd Ed., Pretince Hall, New York, 1999.

4. EXPERIMENTSAND RESULTS [2] C. Bishop, Neural Networks for Pattern Recognition
Oxford University Press, Oxford, 1995.

M. Embrechts and F. Arciniegas, "Neural Networks for

In this section, we show the comparative results obtained f?li3]
! Text-To-Speech Recognition’Proc. of the IEEE Int.

the problem of TTP mapping. We emphasize that our ma
goal here is to study the influence of the training algorithm ;
and input letter encoding on the convergence speed of the Con;.Sgg %/gt?ems, Man and Cybemetiosl. 5, 2000,
neural networks. As we have explained earlier in this paper, Pp. ) : o o

in the context of TTP mapping application, a fast converg{4] J. Suontausta and J.akkinen, “Decision Tree Based
ing TTP system enable a smaller training dictionary which ~ Text-To-Phoneme Mapping for Speech Recognition”, in
in some practica| cases can be of interest. Proc. of the Int. Conf. on Sp0ken Language PrOCESS|ng

In our experiments, we have used several setups of the ©ctober 2000.
TTP mapping system. A MLP neural network that used5] K. Jensen and S. Riis, “Self-Organizing Letter Code-
binary orthogonal letter codes and it is trained using the Book for Text-To-Phoneme Neural Network Model,”in
error back-propagation with momentum algorithm with a  Proc. of the Int. Conf. on Spoken Language Processing
fixed learning rate. We have denoted this by MLP. Another  October 2000.

TTP mapping system is composed of a MLP neural networks] E. B. Bilcu, J. Astola, and J. Saarinen, “Comparative
that has random real valued letter codes at the input and™ study of Letter Encoding for Text-To-Phoneme Map-
it is trained with a fixed Iearning rate (We denoted this by ping,"in Proc. of Xl European S|gna| Processing Con-

RVMLP) The third ComparEd SyStem is Composed of a MLP ference, EUSIPCO 2005Anta|ya Turkey, September
neural network that uses binary orthogonal letter coddseat t 2005.

input and it is trained by an algorithm with adaptive leagnin 7]
rate that was also derived from the error back—propagatiok
with momentum algorithm (we denoted this by MLPVLR). : :
Finally the fourth TTP mapping system is based on the trans- é?:gg;/e Jt?a%gg Rate/ifProc. WSEAS 200%rete,
form domain MLP that uses the non-orthogonal binary codes ' y ’ ) .
from Tab. 3 to encode the letters and the training algorithm&] E. B. Bilcu, J. Suontausta, and J. Saarinen, ‘A

introduced in [8] to update the synaptic weights (this is de- New Transform Domain Neural Network for Text-To-
noted by TDMLP). Phoneme Mapping,ifProc. of the 6th WSEAS Multi-

All compared neural networks were trained in online ~ conference on Circuits, Systems, Communications and

mode on the training dictionary that contained around.8* Computers, CSCC 2002uly 2002, pp. 4591-4596.
words. In order to study the phoneme accuracy for small dicf9] E. B. Bilcu, P. Salmela, J. Suontausta, and J. Saari-
tionary sizes, the synaptic weights of all the compared sys- nen, “Application of the Neural Networks for Text-To-
tems were saved at 1%, 2%,, 100% from the training dic- Phoneme Mapping, "iRroc. of XI European Signal Pro-
tionary. The tests were done for all these synaptic weights cessing Conference, EUSIPCO 200Bulouse, France,
and the results are shown in Fig. 2. For instance in Fig. 2the September 2002, pp. 97-100.

phoneme accuracy at 5% is obtained after training the neurgd0] E. B. Bilcu, Neural Networks for Text-To-Phoneme
networks with 4000 words. As we can see from this figure, “MappingLicentiate thesis, Tampere University of Tech-
for very small training dictionaries (up to 2000 words) the  nology, Tampere, Finland, 2006.

TDMLP offers better phoneme accuracy compared with th?ll] R. A. Jacobs, "Increased Rates of Convergence

other neural networks. For higher sizes of the training dic=""" - ; :
' ough Learning Rate AdaptationNeural Networks
tionary, the MLP that uses random real valued letter codes vol. 1, 1988, pp. 295-307.

provides the best mapping accuracy. For very large size of . .
the training dictionary, the performances of the four neu{12] U.Bhattacharya and S. K. Parui, “Self-Adaptive Learn-

ral networks tends to stabilize around the same level of the NG Rates in Backpropagation Algorithm Improve its

E. B. Bilcu, J. Suontausta, and J. Saarinen, “Text-To-
Phoneme Mapping Using a Fast Neural Network with

phoneme accuracy. Function Approximation Performance,”iAroc. of Int.
Conf on Neural Networkwsol. 5, 1995, pp. 2784-2788.
5. CONCLUSIONS [13] C-C Yu and B-D Liu, “A Backpropagation Algorithm

with Adaptive Learning Rate and Momentum Coeffi-
In this paper, the problem of text-to-phoneme mapping im-  cient,”in Proc. of the Int. Joint Conf. on Neural Net-
plemented by neural networks was addressed. We have works, IJCNN 2002vol. 2, May 2002, pp. 1218-1223.
shown that random real valued codes used for input letters
can increase the convergence speed of the multilayer percep
tron neural network in the context of TTP mapping appli-
cation. Although, TTP mapping is usually done in off line



