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ABSTRACT at increasing level of granularity, providing the user with a

In the current video analysis scenario, effective summarizd@ast non-linear access to the desired visual material. The ob-
tion of video sequences through shot clustering facilitates thiined results can be useful for further post-processing, such
access to the content and helps in understanding the asso@f Sémantic annotation and story unit detection [5].
ated semantics. This paper introduces a generic scheme to The proposed procedure can employ any visual low-level
produce hierarchical summaries of the video document starfeature provided with a method to estimate similarity be-
ing from a dendrogram representation of clusters of shotéween shots. In the performed tests a tree-structured vector-
The evaluation of the cluster distortions, and the exploitatiofluantization onLUV color space and color histogram on
of the dependency relationships between clusters on the deRSV space have been employed and compared in represent-
drograms, allow to obtain only a few semantically significanting the video shot content.
summaries of the whole video. Finally the user can navigate The paper is organized as follows: sections 2 and 3
through summaries and decide which one best suites his/hpresent an effective shot-clustering algorithm which allows
needs for eventual post-processing. The effectiveness of ttiee generation of the hierarchical summaries through a den-
proposed method is demonstrated by testing it on a collectiodrogram analysis; section 4 proposes two different low-
of video-data from different kinds of programmes, using andevel features that can be employed in the presented generic
comparing different visual features on color information. Re-scheme; finally, in sections 5 and 6 experimental results and
sults are evaluated in terms of metrics that measure the coponclusions are discussed.
tent representational value of the summarization technique.
2. VIDEO SHOT CLUSTERING

1. INTRODUCTION

In the next we assume that a method of shot detection has

. . Wiready been adopted, and that the video has been already
amounts of video data have been made available to the NAflecomposed into shots.

mal users. Meanwhile, the needs for efficient retrieval of de-
sired information has led to the development of algorithm Lo
that enable automated analysis of large video databases. 52'1 Shot-to-Shot Similarity

If the field of video analysis, the segmentation into shotg et us also assume that a measy§,S;) that compares
and the key-frame extraction are now commonly considerehe similarity between shot§ andS; is provided. Usually
as the prior steps for performing effective content-based inshot-to-shot similarity is computed on the most representa-
dexing, summarization and retrieval. However, a shot sepaive key-frames extracted from each shot. In general we sug-
ration often leads to a far too fine segmentation. So buildingest that the procedure has to be functionally scalable to the
upon this, efforts are invested towards grouping shots intgase when more than one key-frame per shot is needed to
more compact structures sharing common semantic threadgpresent its visual content.
Providing a compact representation of a video sequence, \we did dissertate about a shot-to-shot “similarity” and
clusters of shots results to be useful for generating statigot of shot-to-shot “distance” since, although a measure can
video summaries. Clustering methods basgad on a timgye symmetric, it is no longer a metric, for two reasons as ex-
constrained approach have been presented in [11] and [§losed in [6]. First, since two different shots can have a dis-
Visual similarity between shots has been measured betweejinilarity of 0, this measure is not positive definite. Second,
key-frames by means of color pixel correlation in [11], or by this measure does not obey the triangle inequality. Neverthe-
block matching in [5]. Other algorithms adopt a short termjess, as we will show in section 4, efficient similarity mea-

memory-based model of shot-to-stwoherencas in [6] and  syres able to capture differences between shot visual contents
[10]. Lately, spectral methods [7] resulted to be effective incan be proposed.

capturing perceptual organization features. Video summa-

rization techniques using clusters of shots can be found i o L

[4], and [12] while other recent summarization methods US(?'Z Cluster-to-Cluster Similarity

graph theory [1] and curve splitting [2]. Once it is possible to evaluate similarity between shots, the
The principal aim of the paper is to propose a generahext step is to identify clusters of shots. Suppose we have

strategy to obtain a hierarchical summary of a given videoa sequence witiNs shots. At the beginning of the iterative

The proposed tracking of cluster distortion and the use oprocess each shot belongs to a different cluster (IsyelAt

dendrogram representation allow to stop the clustering preeach new iteration, the algorithm sets to merge the two most

cess only on few significant levels. The goal of such analysisimilar clusters, where similarity between clust€rsindC;,

is to generate hierarchical summaries of the video documen®(C;,C;), can be defined as the average of the similarities
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between shots belonging @ andC;j, i.e.: by the fusion of two single shots (see Figure 1). In the up-
1 per branches of the dendrogram, each tinkeaaingcluster
®(C,Cj) = Zc 0(S,S) (1)  merges with another one, it propagates its property of being a
NiNj s& i S/ €C; leadingcluster to the new formed one. Since at each merging

step at least one of the two merged clustersleadingclus-

ter, only by tracking the evolution of tHeadingclusters it is
possible to perform a complete analysis of the dendrogram.
2.3 Dendrograms LetC; be aleadingcluster, and let us ca; (i) the clus-
The ouput resulting from a clustering process can be graphter at leveli, wherei € | = {Ns,Ns— 1,...,1}. Tracking the
cally rendered by a dendrogram plot. A dendrogram consistevolution ofC; from levelNs to level-1 it is possible to eval-

of manyri-shaped lines connecting objects in a binary treeuate the cluster’s internal distortion introduced as the cluster
For our scope, a dendrogram represents the whole clustejrows bigger. The cluster distortion is simply the reconstruc-
ing process ofNs shots, from the levelNs (each cluster con-  tion error that would be produced in using the cluster visual
taining one single shot) up to level-1, where a single clustegontent to represent the actual content of its video shots. In
contains all the shots of the sequence (as in Figure 1). Morgrarticular, letl} = {i1,i2,...,in} C | be the sub-set of levels
over the height of each-branch represents the similarity be- of | in which C;(i) actually takes part in a merging opera-
tween the two clusters being connected, so that low (highfion, the internal distortion of clustez; at leveli; can be
connections correspond to similar (dissimilar) merged clusexpressed as:

ters. Through a dendrogram, it is therefore possible to follow

the clustering process at each iteration step, every level pro- W(C(ij)) = P(Cg(ij-1),Ch) 2)
viding a different representation of the video sequence.

whereN; (N;) is the number of shots of clust€r (C;).

whereC, is the cluster (which can Headingor not) merged
1 with Cf at levelij (i.e. the internal distortion is given by the
cluster similarity between the two clusters being merged).

3.2 How to Extract the Significant Summaries

Tracking the evolution of the internal distortion of edehd-

ing clusterCy on each level belonging t, it is possible to
automatically determine which are the few semantically sig-
nificant levels to be considered for buildisgmmaries Ob-
serving the internal distortion of eatgadingcluster,W(C;),

and setting a threshold on its discrete derivative

W(C(ij) = W(C(ij)) — P(C(ij-1) 3)

the user is able to stop theadingclusterC; growth at levels
S Dy = {ig,.idy, -5 00y} € g, that we can calbrrest lev-
§ els These levels usually indicate meaningful moments in
the growing process dg;. In fact, when the height of the
) ) ) o M-branch of the dendrogram varies significantly with respect
Figure 1: Dendrogram with theadingclusters highlighted. o the previous steps, this represents a substantial change in
the cluster’s visual content.¢. the shots belonging to the
two clusters being merged are visually different). In general
3. HIERARCHICAL SUMMARIZATION low threshold values (allowing the merge of clusters showing

Due to the large number of merging steps, observing the clu§irong visual similarity) determine a large numberaofest
tering process at each level is almost of no use for a multimd€Vels while higher threshold values (allowing the fusion of
dia content consumer. Our principal aim is to automatically2lso visually different clusters) reduces the level®pf
determine few significant levels (among all generated ones) Once computed all the seidy for eachCy for the given
able to offer the user semantically significaummariesf — t reshold, all the significarstummariedor the investigated

the observed video sequence. sequence can be obtained. The number of the avaiaine
A movie, for example, can be summarized at various levinariesis given by .
els of granularity, but only very few of them asemanti- w = max|Dy| 4)

cally significant. For example, the top lex@immarycan be ) , L

the whole programme; on a lower level, it may be helpful towherew is the maximum cardinality among sely. By
discriminate between the “outdoor” and the “indoor” shots;Mmodifying the threshold value, the user influences the num-
then, inside the “indoor”, to distinguish among the differentber of the extracted summaries, obtaining more refined hier-
settings, and so on. With such a hierarchic scheme, the videgchical summariz_ations as the threshold valu_e decreases.
content can be expressed progressively, from top to bottom _In order to build themf” summaryof the video(m =

until them" arrest level § € Dy. Obviously, depending on
3.1 LeadingClusters in Dendrogram the internal distortion derivative of eaddadingclusterCg,

Observing the bottom level of a dendrogram, it is easy téhe m" arrest levelsfor differentC; can be placed at dif-
single out thdeadingclusters as the ones originally formed ferent heights in the dendrogram. At each s:'ﬂpmtarting
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from the bottom of the dendrogram up to i arrest level measured by using the codebooks computed on respective
(i'j‘ c {i'iv---’ilém} C 1}), the clusteiC;; merges with another shots by the similarity measure proposed in [9] based on the
clusterCy. If Cy is aleadingcluster, the dependency condi- cross-effect of the two codebooks on the two shots.

tion between the merging clusters must be verified, that

them" arrest levelof C;, is higher in the dendrogram than the 5. EXPERIMENTAL RESULTS

lev_EI_'Ii(' This condition (which is formally given b@m < 'lj() Applying this scheme, for example to a sh&ulp Fiction
verifies that the clusteE, has not been already arrested onsequencesummariesan be parsed into a hierarchical struc-
a previous level with regard to that of the merging With  tyre, each level containing a compact overview of the video at
If the dependency condition is not fulfilled, the growthf iterent granularity. Looking at Figure 2, the top/sum-
mUSt b(_e stopped |terat|vEIy at Iow_er levels on the dendrog_ra aryis a unique cluster containing all the shots; tHesBim-
(i-e. going back to levelf;_,)) until the dependency condi- a4y distinguishes among three different settings. Then, the
tion with the corresponding merging cluster is verified. hierarchical decomposition continues on lowammariest

The resulting set of all the obtained clusters determineicreasing levels of granularity, allowing the user to evalu-
them™ summaryof the video. Notice that the output clusters ate the quality of the decomposition with respects to his/her
for the m" summaryare placed at different heights in the own desires. After that, he/she can recursively descend the
dendrogram, depending on the siniglading clusteinternal  hierarchy until a satisfactory result is achieved. 3
distortions. For example, referring to th& ummary of In order to objectively evaluate the cluster decomposition
the Portuguese Newsequence in Figure 2 obtained from the a@ccuracy, we carried out some experiments using video seg-
dendrogram of Figure 1, the first cluster is arrested at level §1ents from one news programme, three feature movies, two
of the dendrogram, the second at level 4, the third at level §0ap operas, one miscellaneous programme and one cartoon
and the last one (being noteading clustey remains isolated ~for a total time of about 4 hours of video.

until level 1. To judge the quality of the detected results, the following
criterion is applied:
4. LOW-LEVEL COLOR FEATURES “A cluster belonging to the Fi summary is judged to be cor-

rectly detected if and only #ll shots in the current cluster
The proposed procedure for the creation of hierarchical sunshare a common semantic meaning. Otherwise the current
maries can employ any visual low-level feature providedcluster is judged to be falsely detected”.
with a method to estimate a shot-to-shot similarity. In the  ClusteringPrecision Pis used for performance evalua-
next we briefly present two different low-level color featurestion, whereP is defined as:
and their related shot similarity measures.

p_ # rightly detected clusters 5
4.1 Histogram onHSV color space ~  #detected clusters (%)

As a first low-level feature for visual content representation. example in thet summary ofPulp Fiction (see Figure

the color histogram in thélSV space has been computed - - )
for all extracted key-frames. More specifically, adopting thez) we have a cluster containing only shots sharing the seman

' tics “J. Travolta in a car”. In this case the cluster is consid-
method used by the correspond®MPEG7 descriptor, the . .
three color componentdSV have been quantized into 12, 4 ered as correctly detected. It has to be pointed out that, if

- : S we look to a specific shot in the final hierarchy, the seman-
and 4 bins respectively. Similarity between two sh&isaind tics of the clusters containing the shot changes depending on

S, has been measured by means of a symmetric form of ﬂ} e summarization level. In our example, if we climb on a

Kullback-Leiblerdistance computed on the histograms of thehigher level of abstraction to thé®summary, the shots with

representative key-frames. J. Travolta in the car are clustered together with those show-
ing S.L. Jackson in the same car, so that the shared semantics
among all shots would be a more general “Man in a car”.
Starting from the given shot decomposition, each shot can be Clearly, at the top level summary (all shots belonging to
analyzed in terms of itgector quantizatiocodebook com- one cluster), the cluster detection precision would be 100%.
puted onLUV color space. For each extracted key-frame, aAnd the same happens if we treat each shot as a cluster.
tree-structured vector quantization (TSVE)debook is de- Hence, in order to discriminate the representative power of
signed so as to reconstruct each frame with a certain distog given summary, another measure is needed to express the
tion with respect to the original one. In the specific, after hav-Compressioffiactor of the summary, i.e.:

ing been sub-sampled in both direction$dgIF resolution,

and filtered with a denoising gaussian filter, every frame is di- # detected cluster

vided into non overlapping blocks &f x N pixels, scanning ~ =7 #shotin the video 6)

the image from left to right and top to bottom. All blocks

are then represented using th@V color space and used as The experimental results of cluster detection at different
the training vectors to dSVQalgorithm [3] by using the summarization levels for all our video data set are given in
Generalized Lloyd Algorithm (GLAfpr codebooks of size Table 1 in terms oPrecision PandCompression Gor both
2'(n=10,1,2,...) without exceeding a pre-determined dis- the employed featuresiSVandTSVQ. As can be noted, the
tortion limit. The objective of this approach is to produce use of tree-structured vector quantization and its related shot-
codebooks for each key-frame with close distortion valuesto-shot similarity measure, clearly outperforms the use of
so as to allow for a further comparison between differenHSV histograms in representing each shot content and eval-
codebooks. The similarity between two shots can then baating visual similarity between shot and clusters of shots.

4.2 Tree-Structured Vector Quantization
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Figure 3: Hierarchical summaries fBulp Fictionmovie obtained with th& SVQcolor feature.
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I Video | Summaries(by TSVQ)[ C (%) [ P (%) || Summaries(by HSV) | C (%) | P (%) |
Portuguese News (news 15T (217 clusters) 54.4 | 86.1 151 (194 clusters) 59.2 | 82.6
476 shots 2Md (117 clusters) 75.4 | 68.3 2" (125 clusters) | 73.7 | 63.0
47:21 37 (81 clusters) 82.9 | 49.3 37 (78 clusters) | 83.6 | 46.1
Notting Hill (movie) 157 (201 clusters) 53.1 ] 88.1 157 (183 clusters) 57.3 ] 86.9
429 shots 2"9 (111 clusters) 741 | 81.1 2"9 (114 clusters) | 73.4 | 78.9
30:00 3 (69 clusters) 83.9 | 65.2 3 (72 clusters) 83.2 | 625
A Beautiful Mind (movie) 157 (96 clusters) 525 ] 97.9 151 (85 clusters) 57.9 | 87.0
202 shots 2Md (56 clusters) 72.3 | 92.8 2"d (52 clusters) 74.2 | 78.8
17:42 3@ (26 clusters) 87.1 | 65.4 3 (34 clusters) 83.2 | 64.7
Pulp Fiction (movie) 157 (91 clusters) 48.3 | 945 I8T (73 clusters) 58,5 | 90.4
176 shots 2"9 (54 clusters) 69.3 | 87.0 2"9 (50 clusters) 716 | 84.0
20:30 3 (35 clusters) 80.1 | 71.4 3 (36 clusters) 795 | 69.4
Camilo & Filho (soap) 151 (68 clusters) 514 | 95.6 15T (60 clusters) 571 ] 91.2
140 shots 2Md (35 clusters) 75.0 | 80.0 2"d (37 clusters) 736 | 72.9
38:12 3@ (23 clusters) 83.6 | 73.9 3 (24 clusters) 829 | 625
Riscos (soap) 157 (192 clusters) 546 | 88.0 157 (182 clusters) 56.9 | 86.3
423 shots 2"9 (107 clusters) 747 | 75.7 2"9 (109 clusters) | 74.2 | 77.0
27:37 3 (65 clusters) 84.6 | 69.2 3 (69 clusters) 83.7 | 68.1
Misc. (basket/soap/quiz) 157 (94 clusters) 51.8 | 93.6 15U (77 clusters) 60.5 | 88.3
195 shots 29 (47 clusters) 75.9 | 82.9 2M9 (45 clusters) 76.9 | 80.0
38:30 3 (30 clusters) 84.6 | 80.0 3 (32 clusters) 83.6 | 78.1
Don Quixote (cartoon) 151 (96 clusters) 439 | 83.3 Tt (60 clusters) 68.1 | 58.3
188 shots 2"9 (42 clusters) 777 | 54.8 29 (38 clusters) 79.8 | 57.9
15:26 3 (19 clusters) 89.9 | 31.6 3 (26 clusters) 86.2 | 34.6

Table 1: For each video the first threemmarieobtained using th& SVQfeature and thélSV color histogram are presented
in terms ofCompression @ndPrecision P

6. CONCLUSIONS

This work describes the issue of obtaining a reduced set of

hierarchical video summaries by clustering shots and by us-

ing a dendrogram representation for clusters. The proposed
scheme is suitable for employing different visual low-level

features and shot-to-shot similarity measures. Extensive tesf7] J-M. Odobez,
demonstrated that obtained summaries express video content

progressively at increasing levels of granularity and provide

the user with a compact representation of video content for a[g)

fast

(1]

(2]

(3]

(4]

(5]

access to the desired video material.
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