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ABSTRACT

In this paper we propose a parameterization of sum-of-
squares trigonometric polynomials with real coefficients,
that uses two positive semidefinite matrices twice smaller
than the unique matrix in the known Gram (trace) param-
eterization. Also, we formulate a Bounded Real Lemma for
polynomials with support in the positive orthant. We show
that the new parameterization is clearly faster and thus can
replace the old one in several design problems.

1. INTRODUCTION

Optimization problems with positive univariate trigonomet-
ric polynomials have been used lately for the design of FIR
filters [1, 2], beamformers [2], adapted wavelets [13], com-
paction filters [7] and in several other applications. Semidef-
inite programming (SDP) has been used in these applica-
tions via a linear matrix inequality (LMI) parameterization
of nonnegative polynomials [1, 8, 9]. This Gram matrix (or
trace) parameterization can be generalized in the multivariate
case [10], for sum-of-squares polynomials (which are now a
proper subset of nonnegative polynomials, while in 1-D the
two sets coincide). Some very recent applications are men-
tioned later, in Section 5; they deal mainly with filter design
and discrete-time systems stability.

In this paper, we propose an alternative to the Gram ma-
trix parameterization, valid for trigonometric polynomials
with real coefficients. The sum-of-squares polynomial is pa-
rameterized as a function of two positive semidefinite matri-
ces (instead of a single one), which are twice smaller than
the Gram matrix. We dub Gram pair this parameterization,
which leads to faster solutions to the SDP problems men-
tioned above.

For univariate polynomials, a parameterization using two
matrices has been proposed in [11]. Besides covering the
multivariate case, our parameterization has a different for-
mulation, by using sparse constant matrices, instead of dense
matrices related to fast transforms. Our approach uses stan-
dard SDP algorithms, while in [11] special algorithms are
necessary. Finally, the derivation of our results is self sus-
tained (does not use the theory of real polynomials).

A summary of the paper is as follows. In Section 2, we
review the Gram matrix parameterization of sum-of-squares
trigonometric polynomials. Section 3 contains the main re-
sult, the Gram pair parameterization. In Section 4, a related
kind of result is derived, namely a Bounded Real Lemma
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(BRL) for trigonometric polynomials; in certain cases, such
a BRL allows us to circumvent the lack of spectral factor-
ization for multivariate polynomials. Section 5 is dedicated
to a simple example, the computation of the minimum value
of a polynomial, which illustrates the speed-up given by the
Gram pair parameterization (with respect to the Gram matrix
one).

2. SUM-OF-SQUARES POLYNOMIALS

We denote z = (z1,...,z4) the d-dimensional complex vari-
able and z* = Z\! ...zz" a d-variate monomial of degree

k € Z. A symmetric d-variate trigonometric polynomial of
degree n € N9, with real coefficients, is

n

Y nz™ rac=ne (1
k=—n

R(z) =

In the above (multiple) sum, the index k takes all values such
that —n < k < n. On the unit d-circle T¢ = {z € C? | |z;| =
1, i=1:d}, with z¥ = exp (jk” ®), the polynomial (1) has
real values. The support of the polynomial is symmetric with
respect to the origin; the support of distinct coefficients can
be confined to a halfspace, which is a set H C 74 such that
HN(—H) = {0}, HU(—H) = Z¢, H+H C H (for example,
in 2D, the upper halfspace is defined by integer pairs k =
(kl,kz), with ky > 0 or ko, =0 and k; > 0).

Any trigonometric polynomial (1) that is positive on the
unit d-circle can be written as a sum-of-squares (a proof is
e.g. in [3]), namely

R(z) = Y- H(z)H(z™"), )

where the polynomials H;(z) have real coefficients and con-
tain only monomials with nonnegative degree (their support
is in the positive orthant). On T¢, this equality becomes

R(e/®) 2 R(0) = X |H(w)* 3)

Theoretically, the degrees of the polynomials H;(z) from (2)
can be arbitrarily high. Sum-of-squares trigonometric poly-
nomials can be expressed in terms of positive semidefinite
matrices via the Gram (trace) parameterization [10, 5]: the
polynomial (1) is sum-of-squares if and only if there exists
a matrix X > 0, called Gram matrix associated with R(z),
such that

re = trace[@y - X]|, O =0, ®...Q 0y, %)
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where @y, are elementary Toeplitz matrices with ones on the
k;-th diagonal and zeros elsewhere (® denotes the Kronecker
product).

In a practical implementation, we have to bound deg H;.
In this paper, we analyze the set of sum-of-squares polynomi-
als whose factors satisfy deg H; < n (which is a subset of the
positive polynomials (1) with degree smaller than n). This
amounts to taking the matrices @y, of size (n;+1) x (n;+1).
Then, the size of the Gram matrix X is N x N, with

N =TI (ni+1). )

3. GRAM PAIR PARAMETERIZATION
3.1 Basic result

Let the polynomial (with positive orthant support)
H(z)=Yp ohez ™ (6)

be a generic factor in a term of the sum-of-squares represen-
tation (2). Let h € RN be a vector containing the coefficients
of H(z); the order of the coefficients in h is not important; for
example, we can enumerate the coefficients in inverse lexico-
graphic order; in 2D, the coefficients of H(z) form a matrix
and this order means that the indices k are enumerated fol-
lowing a column major order: (0,0), (1,0), ..., (n1,0), (0,1)
etc. We write n = 2n + p, where p = n mod 2; the elements
of the vector p indicate the parity (0 means even and 1 means
odd) of the elements of n.
We define the (pseudo)-polynomial

H(z) = 2z"/?H(z) = Y} _o z™/?7k. (7

On the unit circle we have

H(w)=Yi_ohx [cos(k—n/2)Tw— jsin(k —n/2)T ]
2 A(0) + jB(o). 8)

We perform now two simple operations in (8). First, since
k —n/2 takes values that are symmetric with respect to the
origin, we can group the terms in the sum such that k —n/2
is confined to a halfspace H. We then replace k with k —n.
It results that

A(o) =a"ge(0), B(w)=b"x(w), ©)
where
2(@)=]...cos(k—p/2)Tw ...]7,
xs(@)=[...sink—p/2)Tw ...]7, (10)
-n<k<n+p, k—-p/2€H,

are basis vectors of lengths N, and N, respectively, and a
and b are vectors of coefficients. The elements of a and b
depend linearly on the coefficients of H(z); typically, they
are a sum or difference of two coefficients. Thus, there exist
two matrices C, € RV*N and C,; € R¥*N guch that

a|_ | C.
DRI
Moreover, the correspondence between a pair (a,b) and the

vector h is one-to-one; so, the matrix from (11) is nonsingu-
lar and N. + N; = N (as we will see again later).

Using (9), it results from (8) that

‘H((D)|2 = ‘IqT((D)F ?A(w)2+B£w)2 - (12)
= X (@)aa” x(0) + 25 (0)bb’ x(@).

This relation is fundamental in the proof of the following

theorem.

Theorem 1 Let R(z) be a trigonometric polynomial. The
polynomial is sum-of-squares, i.e. can be written as in (2),
with factors of degree n if and only if there exist positive
semidefinite matrices Q € RN>Ne and S € RN*Ns such that

R(0) = 1! (0)Qe(®) + 2] (0)Sxs(@).  (13)

We name (Q,S) a Gram pair associated with R(®) (the
name is used also for polynomials R(z) that are not sum-
of-squares).

Proof. Let Q =0, S > 0 be two matrices such that (13)
holds. Their eigendecompositions are

_ vV 2 T _ VvV 2 T
Q=Y ,a/aa;, S=%,°, 131 b;b;,

where (xl2, [312 are nonzero eigenvalues and a;, b; are eigen-
vectors. Denoting v = max(V,, V;), it results that

R(®) =Y/ [A)(@)* + Bi(w)?],
where

Al(w) = o] 2.(0), Bi(®) = Bib] xs(w).

(We consider a; =0 if [ > v, or b; = 0 if [ > v,.) Using the
correspondence (a;,b;) — h; from (11), it follows that R(z)
is sum-of-squares.

Reciprocally, if R(z) is sum-of-squares, then each term
of the sum-of-squares can be expressed as in (12). It follows

that the matrices Q 2 Y aa” and S 2 Y bb” (where the sums
are taken for all the terms in the sum-of-squares decomposi-
tion), satisfy (13). |

3.2 Parity discussion

The elements and the lengths of the base vectors from (10)
depend on the parity of (the elements of) the degree n. For
a d-variate polynomial, there are 2¢ possible combinations
of the parities of the degrees n;, i = 1 : d. However, only
d + 1 of them are essentially different, as we can reorder the
variables such that the polynomial has, say, even order in the
first variables and odd order in the others (and so the vector
p is formed of a sequence of zeros followed by a sequence
of ones). Here, we discuss two extreme cases, by means of
examples.

If all the degrees n; are even and so n = 2n (i.e. p = 0),
then the support of H(z) contains its center of symmetry, as
seen in the left of figure 1, for d = 2, n; = np = 2. After the
translation of the support implied by (7), the support of H (z)
is symmetric with respect to the origin and contains it. The
restriction of this support to the upper halfplane contains

LTI A1) N+
B 2 2

N, (14)
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Figure 1: Supports of H(z) (left) and H(z) (right), for even
degrees, in the 2D case. The degrees in the upper halfplane
are denoted with bullets.

points, where N is defined in (5). In our example, we have
N, = 5. Enumerating the points from left to right and up-
wards, the first base vector from (10) is

1
COS M
cos(—w + ) |. (15)
coS
cos(@; + @)

%c(w) -

Since sin0 = 0, the second base vector is

SiIl(l)]

sin(—w; +
pol)= | o) (16)

sin(; + @)
Its length is thus
N-1

Ny=——. 17
== 17)

(In our example, Ny = 4.) We note that N. + Ny =N =9, as
claimed before. Finally, according to (8), the vectors a and
b from (9) are

hit
ho1 — haoy
ho1 + hay hao — hoo
a=| hyoy+hp |, b= ho—hy |- (18)
hio+ hi2 hoo — o
hoo + h22

If at least one of the elements of n is odd, then the sup-
port of H(z) no longer contains its center of symmetry, and
thus the support of H(z) does not contain the origin. This
situation is illustrated by figure 2, with d =2, ny =np =3
(and thus 7i; = 7i; = 1). The number of points from the sup-
port of H(z) that fall in the same halfspace is exactly half
the number of points in the support of H(z) and so the base
vectors (10) have the (same) length

N

1 d
NC:stil—!(Zﬁﬁ—l):E.
1=

In our example, N, = Ny = 8. As all the elements of n are
odd, the first base vector from (10) is
cos(—3m; + w)/2

ny o o o
. 14
o o o no+ 5
e oo o
o o o
e o | o oo
o - , ;1
ni © oo ofj+;
o o|o o

Figure 2: Same as in figure 1, for odd degrees.

The base vector xs(®) is obtained by simply replacing cos
with sin in the above formula.

3.3 Implementation form

For use in SDP optimization problems, the parameterization
(13) has to be expressed in the style of (4). Since in (13) the
coefficients of R(z) depend linearly on the elements of the
matrices Q and S, the following theorem is trivial.

Theorem 2 The trigonometric polynomial R(z) is sum-of-
squares with factors of degree n if and only if there exist
positive semidefinite matrices Q € RN*Ne qnd S € RNs*Ns
such that

ri = trace[ P, Q] + trace[AxS], (19)

where ®y € RN>*Ne gnd Ay € RN*Ns gre constant matrices.

Of course, for practical use, we need the precise values of
the matrices @y and Ay or an algorithm for building them.
We consider here only the case where all elements of the
degree n are even. We assume that the rows and columns of
the matrices Q and S are numbered via i,1 € Z¢; the mapping
between these d-dimensional numbers and the usual index
range 0 : N, — 1 is not unique; the mapping that gives the
order of the elements in (15) is used in the sequel. Using the
standard trigonometric equalities

cosiwcosl® = L[cos(i+1) o+ cos(i— )],

1

sini@sinl@ = 5[—cos(i+1)®+cos(i — 1) w], 20

the relation (13) is equivalent to
R(w) = % Yiter galcos(i+ DT o+ cos(i—1)T o)
+ 3 Yitene su[—cos(i+ 17 +cos(i—1)7 o).
(21)
Here, we have denoted H* = H \ {0}; by i € H, we under-
stand implicitly that |i| < @1, as in (10) (remind that p = 0).
The coefficients of the polynomial are thus given by

dre=Y gut Y, qu— Y, sat ), s
i+l=k i-l=tk i+1=k i-l=tk
ileH ileH ileH* ileH*

(22)

We suggest the algorithm to build the matrices ®y and
Ay by considering again the example d =2, ny =ny =2. The
upper halfplane support of R(z) is shown in figure 3 (with
x); the figure shows also the support of the base vectors (15)
and (16) (with circles).
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n
x x "2 x x
x ® " ® X

y n

Figure 3: With X, support of R(z). With circles, support of
the base vectors (15) and (16).

For building ®y and Ay, we look at all the possible re-
sults i4+1and i—1, with i and 1 in the same halfplane (i.e. the
circles from figure 3). For the sum, the table is

(an) (070> (170) (_171) (071> (171)
(1,0) | (1,0) (2,00 (0,1)  (1,1) (2,1)
(_171) (_171) (071) (_272) (_172) (0,2)
(L) | (L1 (21 (02 (1,2) (22)
For the difference i — 1, the table is
(170) 170) (030) (2771) (lafl) (07*1)
(_171) (_171) (—2,1) (070) (_170) (—2,0)
(071) (071) (_111) (170) (070) (_110)
(L1 | (L1 (1) (2,00 (1,00  (0,0)

When building ®x and Ay, we search the values k and —k
in the tables (for Ay we ignore the first rows and columns of
the tables) and use the appropriate coefficients and signs as
indicated by (22). Here are two pairs of matrices:

02000
120000 188(1)8

Buy=700010(, Aug=7107 01
00101 009
00010
00000

S A I R

(20):7 ) (2,0):7
4100000 4 8?88
00100

Note that the matrices are sparse. In an efficient algorithm,
all the matrices @y and Ay are built simultaneously, in a
double loop in which the indices i and 1 take all admissible
values (i.e. scan the sum and difference tables). The resulting
program is compact and fast.

4. BOUNDED REAL LEMMA

With the aid of the Gram pair parameterization (19), we for-
mulate now a necessary condition, in the form of an LMI, for
the inequality

H(w)| <7, (23)

where H(z) is a polynomial (6) (with positive orthant sup-
port) and ¥ > 0 is a given scalar. For univariate polynomials,

such a condition results trivially by imposing positivity for
the polynomial y*> — |H(w)|?; in optimization problems, this
means working with R(@) = |H(®)|? and then recovering
H(z) via spectral factorization. For multivariate polynomi-
als, such an approach is impossible, due to the lack of spec-
tral factorization. We start with some preliminary results.

Lemma 1 Let R|(z), Ry(2z) be two polynomials of degree n,
asin(1). Let (Q2,S>) be a Gram pair associated with Ry (z).
The polynomial R(z) = R (z) — Ry(2) is sum-of-squares if
and only if there exists a Gram pair (Q1,S1) associated with
Ri(z) such that

Qi =Q2, S1=8,. (24)

Proof. 1f R(z) is sum-of-squares, then (13) holds for Q = 0,
S > 0. Due to the linearity of (19), the matrices Q e Q+Q
and S; £ S, + S are a Gram pair for the polynomial R =
R> + R. The reverse implication is trivial.

As before, let h be a vector containing the coefficients
of H(z); the vectors a and b are defined as in (11). Let
Ry(w) = |H(®)|*. From (12), it results that

Q, =aa’, S, =bb’ (25)

is a Gram pair associated with R,(z). We can now formulate
a Gram pair version of the Bounded Real Lemma for multi-
variate polynomials.

Theorem 3 Let H(z) be a polynomial as in (6) and y > 0.
If there exist positive semidefinite matrices Q| € RNexNe gpd
S| € RN*Ns sych that

Vo = trace[ P, Q] + trace[ Ay S;] (26)
and
C.h S C;h
{h%‘r 1 ]>07 {hr(‘jr : }»o, @

then the inequality (23) holds. (In (26), &g = 1 and & =0 if
k+£0.)

Proof.

are a Gram pair associated with R;(z) 2 y?>. Using Schur
complements and the notations (11) and (25), the inequalities
(27) are equivalent to (24). Hence, according to Lemma 1,

Relation (26) says that the matrices Q; and S;

the polynomial R(w) L2 |H(®)|? is sum-of-squares and
thus nonnegative. It results that (23) holds. |

5. APPLICATIONS AND RESULTS

Theorems 2 and 3 can be used as sum-of-squares relaxations
for solving certain optimization problems. In such relax-
ations, a positive polynomial is replaced by a sum-of-squares
with possibly larger degree. Using the Gram parameteriza-
tion (4) this kind of relaxations has been used for solving
several types of problems:

e multidimensional systems stability test [5]
e design of linear or nonlinear phase 2-D FIR filters [6]
e design of approximately linear phase 2-D IIR filters [4].
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Parameterization Order n
4 6 [ 8TI0J12] 147 16
trace (4) 036|1.1]54| 18 |65]|270 540
Gram pair (19) [0.34 0.8 |2.7(82[27| 63 | 110

Table 1: Times, in seconds, for finding the minimum value of
2D trigonometric polynomials using two parameterizations.

The relaxations are SDP problems using (4) (or a BRL re-
sulted from it). All experiments have shown that the solu-
tion of the relaxed problem is practically optimal even if the
degree of the relaxation is equal to the degree of the initial
polynomial. The purpose of the LMIs (19) and (26)—(27) is
to replace (4) and its by-products. The advantage is a reduc-
tion of complexity, due to the smaller size of the parameter
(Gram pair) matrices. For space reasons, we present here the
simplest problem with positive polynomials: the computa-
tion of the minimum value.
Let R(z) be a trigonometric polynomial (1). We want to
compute its minimum value on T¢:
U = min R(w). (28)
oe[—n,xn)d
The problem is NP-hard. Trivially, we express it as a problem
with nonnegative polynomials:

W= max u (29)
u
subjectto  R(w)—p >0, Vo€ [-m n)¢

The relaxed form is

= max p (30)

st.  R(z)—pu is sum-of-squares

Theoretically, the relaxed solution obeys to fi* < u*, but in
practice (for random polynomials) the equality is always ob-
tained. For example, the relaxation (30) appears in a mul-
tidimensional system stability test [S]. The condition that
R(z) — p is sum-of-squares can be parameterized either by
(4) or by (19). The Gram matrix X from (4) is N X N, where
N is given by (5). The sizes of the Gram pair matrices from
(19) are approximately N/2 x N/2, see the discussion from
section 3.2. An asymptotic complexity analysis (for which
there is not enough space here, but which is straightforward),
tell that we can expect a speed-up of 2—4 when solving (30)
using the Gram pair parameterization (19) instead of (4).
However, the analysis does not take sparseness into account.
So, experiments are necessary to determine the speed-up.

The SDP programs implementing (30) with the two pa-
rameterizations, (4) and (19), have been written with the li-
brary SeDuMi [12] and run on a PC with a Pentium IV pro-
cessor at 1GHz; they are available from the author by e-mail
request. Table 1 contains the times needed for obtaining the
solution. The orders of the polynomials are n = (n,n) (i.e.
d = 2). The Gram pair parameterization leads to a twice
faster solution for n = (8, 8) (in this case the size of the Gram
matrix is N = 81, while the sizes of the Gram pair matrices
are N, = 41, Ny = 40). The speed-up grows to about 5 for
n = (16,16).

6. CONCLUSIONS AND FURTHER WORK

We have presented a parameterization of sum-of-squares
trigonometric polynomials using two (a Gram pair) positive
semidefinite matrices. This parameterization can be used in-
stead of the Gram parameterization, with faster solutions. It
will be interesting to compare the current parameterization
with the generalization of the results from [11]. Also, we
have given a Bounded Real Lemma for polynomials with
positive orthant support. This BRL can be used in applica-
tions like the design of 2-D nonlinear phase FIR filters, 2-D
IIR filters and 2-D deconvolution.
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