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ABSTRACT

In this paper, we propose a new method for the detection
and the recognition of objects in color images. The devel-
oped method processes in two steps. The first one concerns
the object detection by a color segmentation method and a
labeling algorithm. The second step deals with the recogni-
tion of extracted objects. Each object is described by color
Zernike moments. In order to recognize each object, we use
a support vector machine. We illustrate the efficiency of the
proposed method on color images embedding some objects
from the COIL-100 database.

1. INTRODUCTION

Image understanding is a great challenge in image process-
ing. The main problem is the detection and the recognition
of objects in an image. Object recognition with complete
shapes has been studied for a long time, and can be handled
with many existing techniques, such as shape signature,
moments and Fourier descriptors [6][11]. However, prob-
lems arise when the objects are, for example, partially oc-
cluded. This problem has a significant importance in real
applications. Many structural methods have been reported.
Interest points based recognition methods have been pro-
posed [5]. However, interest points alone are insufficient to
form a complete integrated representation of an object.
Polygon representation [9] is another technique. However,
this method has the drawback to be unstable in finding break
points for non-polygon objects. Finally, one or the combina-
tion of some basic geometric features, such as a line, arc,
corner and contour can be used [8][14], but some complex
objects may not be fully represented only by the basic geo-
metric features, practically when the objects are occluded.

We propose here an approach exploiting the color in-
formation for the detection and the recognition of objects in
an image. An object is described by the combination of two
features including color and object shape information.

The paper is organized as follows : section 2 presents the
proposed method composed on two stages : object detection
and object recognition. Color segmentation and connected
component labeling algorithm are used for object detection.
To recognize each object, we use the Zernike moments ap-
plied on color images and a supervised classification based
on a support vector machine. The efficiency of the proposed

method is illustrated with some experimental results in sec-
tion 3 using images containing some objects from the Co-
lumbia Object Image Library (COIL-100) [16].

2. DEVELOPPING METHOD

The scheme of the proposed method includes the following
steps (see figure 1):
e Color segmentation in order to detect the com-
plex background,
e Image binarisation in order to separate the ob-
jects from the background,
Labeling approach to distinguish each object,
e Description of each object using Zernike mo-
ments,
e Recognition by a support vector machine.
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Fig. 1. Block diagram of the proposed method

2.1 Object detection

2.1.1 Color segmentation

Color image segmentation is useful in many applications.
Image segmentation allows to identify objects in the image.
Recent works include a variety of techniques : for example,
stochastic model based approaches [2], energy diffusion
[10], and graph partitioning [13]. However, due to the prob-
lem complexity, there are few automatic algorithms that can
work well on a large variety of data.



Image segmentation is still a difficult problem because
of the presence of texture. Most of natural images are rich in
color and texture. The approach used in this work is based on
the mean shift algorithm [3]. The technique is a simple non-
parametric procedure for estimating density gradients.

2.1.2 Labeling approach

In order to differentiate each object present in the
scene, we have used the connected component labeling algo-
rithm [4]. This algorithm uses the binary image for the de-
tection of potential objects.

2.2 Object recognition

Object representation is an important stage for pattern rec-
ognition. The representation should be invariant to object
position (rotation, translation and scale factor) and robust
(presence of noise, occlusion, etc.). The proposed object
representation is based on Zernike moments applied on
color image.

2.2.1 Shape descriptor based on Zernike moments

In 1934, Zernike introduced a set of complex polynomials
which forms a complete orthogonal set over the interior of
the unit circle, i.e., x*+ y* <1. Let {%’tm(x,y)} be the set of
polynomials. The form of these polynomials is :

ZP = {Vnm (x,y)|x2 +y° < 1}
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Where 7 is a positive integer or zero, m is a positive or nega-
tive integer subject to constraints n—|m| even, |m|£n p is the

length of vector from origin to ('x, y) pixel, 0 is the angle
between vector p and x axis in counter clockwise direction.
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Note that R (p)= R (p).

Zernike moments are the projection of the image func-
tion on this orthogonal basis. The expression of Zernike mo-
ments of order n with repetition m is given below :
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Where * denotes conjugate complex number.
To compute the Zernike moments of a given image, the
center of the image is taken as the origin and pixel coordi-
nates are mapped to the range of unit circle, i.e., x’ +y* <1.

R, (x,y)=

The pixels falling outside the unit circle are not used in the

Zernike moments are well known to be rotation invari-
ant. In order to obtain the translation and scale invariances, a
shape is normalized by obtaining the smallest circle centered
at the center of mass, covering all the shape pixels [1], [7].
The obtained circle is then adjusted to match the radius of
Zernike moment basis functions.

Classical methods for object recognition based on Zernike
moments use function f (x, y) equal to 1 or 0 (binary image).
So, for two objects with a similar shape, we have a similar
binary image (see figure 2), in other words a close value of
the function f'(x,y) (equation (3)).

Fig. 2. Binary images of two objects from COIL-100
database with a similar shape : (left) original image
(right) binary image.

Figure 3 plots the 12 components of the 10" and 11"

Zernike moments applied on binary image of the objects
(Obj1, Obj2) from the COIL-100 database. We can notice
that we obtain quite similar values for both objects.
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In order to differentiate objects with a similar shape, we
use Zernike moments applied on color images. We use the
function f(x,y) gray-level image and we add the average
value of the three color components RGB (Red, Green,
Blue). The function f'(x, y) is defined by:

(x,y)=0.3R+0.6G+0.1B 4)

Figure 4 shows the Zernike moments values (10" and 11"
order) applied on the two objects in Fig. 2 by taking into ac-
count the color information.
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Fig. 4. Zernike moments values applied on the two ob-
jects in Fig. 2 with the color information.



We can notice, in this case, that the Zernike moments
values discriminate both objects.

2.2.2 Supervised classification

In this section, we describe the supervised classification
method based on support vector machines (SVM). SVM
was proposed by Vapnik [15]. This method creates functions
from set of labeled training data [12]. The function can be a
classification function with binary outputs or it can be a
general regression function. For the classification, SVMs
operate by finding a hypersurface in the space of possible
inputs. This hypersurface attempts to split the positive ex-
amples from the negative examples. The split will be chosen
to have the largest distance from the hypersurface to the
nearest of the positive and negative examples. Intuitively,
this makes the classification correct for testing data that are
near, but not identical to the training data.

3. EXPERIMENTAL RESULTS

This section describes experimental results obtained with of
the proposed method. The COIL-100 database is used. This
database contains color images of 100 different objects. 72
views of each object are taken at pose interval of 5° [16].

Figure 5 presents some examples of objects of the da-
tabase, while figure 6 presents one object of the COIL-100
database for different rotations.
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Fig. 5.

Fig. 6. Example of one object in the COIL-100 with

different rotations

3.1 Object detection results

Figure 7 shows an example of object detection from the
COIL-100 database with textured background using color
segmentation and connected component labeling. We first,
compute the histogram of the color segmentation result. If
the background represents the dominant region of the scene,
this step allows to easily detect it. However, the background
can be considered as an object which will not be recognized
in the final stage.
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Fig. 7. Object detection results : (a) original image, (b)
color segmentation result, (¢) background result, (d)
labeling result, (e ) histogram of image (b).

3.2 Object recognition results

For the object recognition part, we have tested different
sizes of input patterns for the learning process. Each training
vector is formed by 73 components of Zernike moments of
order 0 to 15" applied on color images. The COIL-100 data-
base is composed of 7200 images. We create a learning da-
tabase containing some views of each object. The test data-
base corresponds to the last views of each object.

Figure 8 shows the recognition rate for the objects of
COIL-100 database. It can be seen that the recognition rate
increases when color information is used.
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Fig. 8. Evaluation of the recognition rate with the

number of images in the learning database.

The proposed recognition system is tested in the follow-
ing perspectives: robustness to texture background, occlu-
sion, illumination, and noise. Figure 9 presents some exam-
ples of occluded objects.

Objs8 0bj93 0bj99

Fig. 9. Examples of occluded objects from COIL-100
database

Table. 1 presents the recognition rate by learning the 72
views of the COIL-100 database and testing 10 altered views
of objects. In the case of the uniform background, we have
used gray level background (in the original database, the
background is black).

We have tested different Gaussian noise with variance
equal 5,10 and 20.

occlusion occlusion
uniform noised textured with gray with black | illumination noise
background | background | background level background
background
89.42 | 86.46 | 88.17 | 87.80 | 87.82 | 87.82 | 93.5
Table. 1. Recognition rate ( %) for different altera-
tions

It can be noted, that our recognition system is robust to
these different alterations.

4. CONCLUSION

In this paper, an object detection and recognition algo-
rithm using Zernike moments applied on color images is
presented. The combination of color segmentation method
and connecting component labeling is first used to detect
objects.

Experimental results showed that the proposed Zernike
descriptors using color information significantly increase the
recognition rate of objects having the same shape. The rec-

ognition method is also robust against different alterations:
occlusion, illumination and noise.
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