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ABSTRACT
Binary and grayscale mathematical morphology have many
applications in different domains. On the other hand, colour
morphology is not widespread. The reason is the lack of a
suitable colour ordering strategy that makes the extension of
grayscale morphology to colour images not straightforward.
We will introduce a new majority sorting scheme (MSS) that
can be applied to binary, grayscale and colour images. It is
based on the relative importance of each grayscale or colour
present in the image, and has the advantage of being inde-
pendent of the specific grayvalues or colour values. We will
compare our ordering technique with a vector based ordering
and show the advantages and disadvantages of both methods.

1. INTRODUCTION

1.1 Binary morphology

Mathematical morphology [1] [2] is based on set theory. The
shapes of objects in a binary image are represented by object
membership sets. Objects are connected areas of pixels with
value 1, the background pixels have value 0. Morphological
operations can simplify image data, preserving the objects’
essential shape characteristics, and can eliminate irrelevant
objects.

Binary mathematical morphology is based on two basic
operations, defined in terms of a structuring element, a small
window that scans the image and alters the pixels in function
of its window content: a dilation of set A with structuring
element B (A⊕B) enlarges the objects (more 1-pixels will be
present in the image), an erosion (AªB) shrinks objects (the
number of 1-pixels in the image decreases) (see figure 1).

The basic morphological operators on sets A and B are
defined as:

dilation : A⊕B =
⋃

b∈B Tb(A)
erosion : AªB =

⋂
b∈B T−b(A)

(1)

with Tb(A) the translation of image A over vector b. This
formulation can be rewritten as:

dilation : (A⊕B)(a) = max{A(b) | a−b ∈ B, b ∈ A}
erosion : (AªB)(a) = min{A(b) | b−a ∈ B, b ∈ A}

(2)
The structuring element B can be of any size or shape

(square, cross, disk, line, . . . ). The choice of this element is
based on the content of the image and on the purpose of the
morphological operation.

Composite operations, like the opening (an erosion fol-
lowed by a dilation, A ◦ B) and the closing (a dilation fol-
lowed by an erosion, A•B), are derived from the basic oper-
ators. These operations preserve the overall shape and size of
the original objects, but an opening removes isolated pixels
and a closing fills small holes in the objects.

Figure 1: Schematic example of the basic morphological op-
erators. Solid line: original object; Dashed line: result ob-
ject; Circle: struct. element. Left: dilation; Right: erosion.

1.2 Grayscale morphology

The morphological theory can be extended to grayscale im-
ages with the threshold approach or with the umbra approach
[1]. Here we will use the threshold approach.

For binary images, the union and intersection operation
are used for the dilation and erosion, respectively. In the case
of grayscale images, the union and intersection of sets are
replaced by the maximum and minimum of grayvalues, as in
equation 2. A is now a function instead of a set. B is still a
binary set, but this restriction is quite acceptable in practice.

1.3 Colour morphology

A colour image is represented in some colour space. A fre-
quently used space is the RGB space, used in computer sys-
tems. There are three colour bands (red, green and blue) that
together represent the colours of the pixels in the image in
the RGB-space. So, the colours in such a colour space can
be interpreted as vectors.

There is no absolute unique ordering of the colour vec-
tors, so the max- and min-operation cannot be extended eas-
ily to vectors and therefore an extension to colour morphol-
ogy is not straightforward.

In order to be able to extend the principles of grayscale
morphology to colour images, the colours in a colour image
have to be ordered in some way. One way of doing this is
to transform the vectors into scalars with a lexicographical
ordering scheme [3], further explained in section 2.1. We
present a new technique, the majority sorting scheme (sec-
tion 2.2), that not only can be applied to colour images, but
also to binary and grayscale images, or even to multispectral
images, in contrast to the technique of [3]. As we will see,
this technique does not depend on the colours in the image
and is therefore invariant to bijective colour transformations.
It is based on the relative importance of colours in the image.



2. METHODOLOGY

2.1 Vector ordering

In [3] the RGB image is transformed into an HSL image. In
the HSL space the colour channels are the luminance (inten-
sity), the saturation (purity), and the hue (primary colour).

Specifically in the double-cone HSL representation (fig-
ure 2), the luminance L has values from 0 (black) to 1 (white),
the hue H lies in the interval [0◦,360◦]. The saturation S has
values between 0 and 1 for L = 1

2 and the maximum S de-
creases linearly as L goes to 0 or 1. At L = 0 and L = 1 the
saturation can only be 0.

L=1

S=1

L=0

L=1/2S=0H

Figure 2: Double-cone HSL representation.

In [3] colour ordering is defined according to a lexico-
graphical ordering rule on the HSL-vector: if a first compar-
ison check is indecisive, then the next comparison is done,
etc. Various variants are possible: for instance with the “L-
ordering”, first the L-values are compared, followed, if nec-
essary, by a comparison of S and H. The results depend on
the order chosen. The H-ordering uses a saturation-weighted
hue, which means that colours with a high saturation keep
their initial hue value and colours with a low saturation value
are given a new hue value. This improves the choice of
colours by the morphological operations [4].

Hue values are first converted to relative values H ′ =
|H −H0| for H ∈ [0◦,180◦] and to H ′ = |360◦−H −H0| for
H ∈ [180◦,360◦]. The choice of the reference colour H0 can
be arbitrary or calculated in function of the image content
(section 2.1.1).

The need for a H0-value introduces inconsistencies due
to the periodic nature of the hue. Values of H ′ that are almost
the same can belong to very different colours. A good choice
of H0 is especially important when using the H-ordering.

2.1.1 Origin of hue

A possible choice for H0 could be the hue that appears the
most in the image. If the background is the most present in
the image, then all hue values are referenced to the hue of the
background.

Another possibility [4] is to take the hue value of the av-
erage chromaticity vector as H0. To calculate this average,
we transform each hue value, represented as a point on a cir-
cle with an angle q and with radius r = 1, in its Cartesian
coordinates. Then we average the vectors and transform this
average vector back to polar coordinates. The resultant aver-
age angle q̄ is H0.

A third alternative is to calculate the average hue value
by taking the histogram of the hue in the image and then as-
sign the histogram values to the radius r of the respective

hue. Then we also transform to Cartesian coordinates and
average the vectors and transform this average vector back
to polar coordinates. This approach is less accurate because
the histogram consists of a certain number of bins, thus in-
troducing a limited number of possible hue values, while the
hue originally could have any value in its domain.

2.2 Majority ordering

In this section we propose a new type of sorting of the
colours, the majority sorting scheme (MSS). Instead of us-
ing the grayvalues or ordered colours, we count the number
of pixels present in the image for each colour and order the
colours accordingly. We use this ordering for the morpho-
logical operations. The original colour values are linked to
the MSS-ranking, so the result image won’t contain any false
colours because we can look them up. See figure 3 for an
example.

Figure 3: Left: colour image; Right: MSS ordering map.

Morphology in the traditional case is based on the inten-
sity value of the pixels. The background is supposed to be
dark and a dilation for example increases the overall inten-
sity of the image.

With the MSS-technique, the background colour is typ-
ically the majority colour in the image, but the user can
specify another background colour by modifying the MSS-
ranking. A dilation decreases the number of pixels with a
dominant colour in favour of non-dominant colours.

We still can use the formulation from equation 2 for the
morphological operations, but then we first have to invert
the image map, since the background has the largest rank-
ing value and in the traditional case the background has the
lowest intensity value. The same results can be obtained by
using a max-operation for the erosion and a min-operation
for the dilation, instead of vice versa. The image A in the
equation is now a ranking map and the result is the colour
linked to the result of the max/min-operation.

2.2.1 Adjusting the MSS

If different colours have the same number of pixels, then they
will be treated equally, which leads to an arbitrary choice of
colour if the morphological operation has to choose between
several extrema.

In case of a tie, pixels are selected according to their dif-
ference with the current pixel. This difference can be a differ-
ence in grayvalue or hue, for example. Another possibility is
to prefer the pixel closest to the current pixel. A comparison
with the background colour is also an option.

For practical reasons, a quantisation of the colours or
grayvalues is necessary and can also improve results. If
many different colours are present, then many total number
of pixels will be low and many colours will be assigned the



same ranking, which cancels the effect of the MSS-ordering.
Therefore, in most cases a quantisation will have to be done.

In some cases it is an advantage to merge different colour
rankings. If the background has two equally prominent
colours with almost the same ranking, then one colour would
be rated higher than the other. This situation increases the
calculation time of the pattern spectrum [5] significantly.
If we allow a certain deviation for these ranking values,
then, when the rankings with deviation overlap, they can be
merged by taking the average of both ranking values. Only
small ranking differences will merge the colour rankings (ac-
cording to an absolute or relative difference tolerance), rank-
ings with big differences will remain different rankings.

2.2.2 Properties of the MSS

This technique has several advantages:
• The MSS-technique can be used for binary, grayscale and

colour images; also an extension to multispectral images
is possible with the same majority sorting scheme;

• Colour images with only two colours will be treated as if
it were binary images;

• The technique doesn’t expect a specific colour space;
• We don’t have to define a reference colour value H0 (sec-

tion 2.1.1);
• The technique is quasi invariant to colour and grayscale

transformations (e.g. g-compensation); when the trans-
formation is bijective, then there is no difference in the
ranking maps;

• The background does not have to be of dark intensity, and
the foreground of light intensity.
Some precautions must be taken:

• The background colour must be the colour most present
in the image, or must otherwise be chosen by the user;

• Too many colours in the image can make the MSS-
technique useless (section 2.2.1);

• If colours have almost the same number of pixels, then
the technique can become inaccurate, because maybe one
colour is regarded object and another colour noise. The
ranking is then not reliable.

3. EXPERIMENTAL

3.1 Colour morphology

If all objects in the image have the same colour, then the
image can be seen as a binary image and the morphological
operations will produce the results we expect.

There are some exceptions. For the MSS-ordering, the
background colour must be the most dominant colour (this
is the equivalent to the darkest value in a grayscale image).
With the H-ordering the ranking of the background colour
can be higher than that of the object colour. The choice of
H0 is important in this case. In the case of the S- and H-
ordering, the comparison of the luminances (see [3]) is ref-
erenced to L = 1

2 , which means that there is no difference
between colours with L lying the same distance from L = 1

2 .
Figure 4 represents a (coloured) object with a blurred

edge. A morphological opening should remove the small
3× 3-square (regarded as noise) and the border of the big
square (blurred edge). The vector ordering technique doesn’t
remove these artifacts, unless you know the correct H0-value,
which is a potential problem.

(a) Original image (b) MSS-ordered opening

(c) L/S/H-ordered (H0 = 0◦) (d) H-ordered (H0 = 105◦)

Figure 4: Opening (with 5×5-square) of figure (a).

Figure 5 shows a colour image (252 colours) subjected
to an erosion operation. Our goal here is to extract the yel-
low letters “IPI”. The MSS-ordering emphasizes the domi-
nant colours (background and yellow), while the results with
the L- and S-ordering are disappointing. For the H-ordering
with H0 = 250◦ (the average hue +180◦), we also get a nice
result.

3.2 Colour reduction

The following is only applied to the MSS. An image with a
lot of colours can result into a ranking map that is useless
(section 2.2.1). Figure 6 shows the effect of the different
number of colours used. An adaptive colour reduction tech-
nique has been used [6].

The original images (except the one with only eight
colours) are very similar. But the dilated images emphasize
the thin lines more when there are less colours in the image.
This is useful if we want to extract the roads from the map.

3.3 Colour distinction

When we perform a morphological operation, different pix-
els in the window of the structuring element can be valid can-
didates to replace the current pixel. If those pixels have dif-
ferent colours, then a choice has to be made.

As pointed out in section 2.2.1, we can take the differ-
ence of the grayvalue or hue of the pixels with that of the
current pixel as an extra criterion to decide which colour will
replace the current pixel. Experiments on several images like
the ones in figures 5 and 6 show no (significant) visual dif-
ferences when this extra comparison is used. Also the Peak
Signal-to-Noise Ratio results in PSNR-values of about 35 or
more.

4. CONCLUSION

Morphology on colour images is possible if the colours are
ordered in some way. We proposed a majority sorting scheme
that orders the colours according to the count of pixels of
that colour present in the image. This method has some
advantages over other schemes. It can be applied to bi-



(a) Example colour image

(b) MSS erosion (c) L-ordered erosion

(d) S-ordered erosion (e) H-ordered erosion

Figure 5: Erosion (with cross with diameter 13) of (a).

nary, grayscale and multispectral images and is insensitive
to colour (bijective) transformations.

The reduction of the colours in the image can improve
the morphological operations. Further research is necessary
to determine the ideal number of colours.
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gie Mathématique Ecole des Mines de Paris, 2001.

[5] P. Maragos, “Pattern Spectrum and Multiscale Shape
Representation,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 11, no. 7, pp. 701–716,
1989.

[6] N. Papamarkos, A.E. Atsalakis, and Ch.P. Strouthopou-
los, “Adaptive Color Reduction,” IEEE Transactions on

(a) 244 colours Dilation of (a)

(b) 101 colours Dilation of (b)

(c) 32 colours Dilation of (c)

(d) 8 colours Dilation of (d)

Figure 6: Dilation (with 5×5-square) of the left figures.

Systems, Man, and Cybernetics — Part B: Cybernetics,
vol. 32, no. 1, pp. 44–56, 2002.


	Index
	EUSIPCO 2005

	Conference Info
	Welcome Messages
	Sponsors
	Committees
	Venue Information
	Special Info

	Sessions
	Sunday 4, September 2005
	SunPmPO1-SIMILAR Interfaces for Handicapped

	Monday 5, September 2005
	MonAmOR1-Adaptive Filters (Oral I)
	MonAmOR2-Brain Computer Interface
	MonAmOR3-Speech Analysis, Production and Perception
	MonAmOR4-Hardware Implementations of DSP Algorithms
	MonAmOR5-Independent Component Analysis and Source Sepe ...
	MonAmOR6-MIMO Propagation and Channel Modeling (SPECIAL ...
	MonAmOR7-Adaptive Filters (Oral II)
	MonAmOR8-Speech Synthesis
	MonAmOR9-Signal and System Modeling and System Identifi ...
	MonAmOR10-Multiview Image Processing
	MonAmOR11-Cardiovascular System Analysis
	MonAmOR12-Channel Modeling, Estimation and Equalization
	MonPmPS1-PLENARY LECTURE (I)
	MonPmOR1-Signal Reconstruction
	MonPmOR2-Image Segmentation and Performance Evaluation
	MonPmOR3-Model-Based Sound Synthesis ( I ) (SPECIAL SES ...
	MonPmOR4-Security of Data Hiding and Watermarking ( I ) ...
	MonPmOR5-Geophysical Signal Processing ( I ) (SPECIAL S ...
	MonPmOR6-Speech Recognition
	MonPmPO1-Channel Modeling, Estimation and Equalization
	MonPmPO2-Nonlinear Methods in Signal Processing
	MonPmOR7-Sampling, Interpolation and Extrapolation
	MonPmOR8-Modulation, Encoding and Multiplexing
	MonPmOR9-Multichannel Signal Processing
	MonPmOR10-Ultrasound, Radar and Sonar
	MonPmOR11-Model-Based Sound Synthesis ( II ) (SPECIAL S ...
	MonPmOR12-Geophysical Signal Processing ( II ) (SPECIAL ...
	MonPmPO3-Image Segmentation and Performance Evaluation
	MonPmPO4-DSP Implementation

	Tuesday 6, September 2005
	TueAmOR1-Segmentation and Object Tracking
	TueAmOR2-Image Filtering
	TueAmOR3-OFDM and MC-CDMA Systems (SPECIAL SESSION)
	TueAmOR4-NEWCOM Session on the Advanced Signal Processi ...
	TueAmOR5-Bayesian Source Separation (SPECIAL SESSION)
	TueAmOR6-SIMILAR Session on Multimodal Signal Processin ...
	TueAmPO1-Image Watermarking
	TueAmPO2-Statistical Signal Processing (Poster I)
	TueAmOR7-Multicarrier Systems and OFDM
	TueAmOR8-Image Registration and Motion Estimation
	TueAmOR9-Image and Video Filtering
	TueAmOR10-NEWCOM Session on the Advanced Signal Process ...
	TueAmOR11-Novel Directions in Information Theoretic App ...
	TueAmOR12-Partial Update Adaptive Filters and Sparse Sy ...
	TueAmPO3-Biomedical Signal Processing
	TueAmPO4-Statistical Signal Processing (Poster II)
	TuePmPS1-PLENARY LECTURE (II)

	Wednesday 7, September 2005
	WedAmOR1-Nonstationary Signal Processing
	WedAmOR2-MIMO and Space-Time Processing
	WedAmOR3-Image Coding
	WedAmOR4-Detection and Estimation
	WedAmOR5-Methods to Improve and Measures to Assess Visu ...
	WedAmOR6-Recent Advances in Restoration of Audio (SPECI ...
	WedAmPO1-Adaptive Filters
	WedAmPO2-Multirate filtering and filter banks
	WedAmOR7-Filter Design and Structures
	WedAmOR8-Space-Time Coding, MIMO Systems and Beamformin ...
	WedAmOR9-Security of Data Hiding and Watermarking ( II  ...
	WedAmOR10-Recent Applications in Time-Frequency Analysi ...
	WedAmOR11-Novel Representations of Visual Information f ...
	WedAmPO3-Image Coding
	WedAmPO4-Video Coding
	WedPmPS1-PLENARY LECTURE (III)
	WedPmOR1-Speech Coding
	WedPmOR2-Bioinformatics
	WedPmOR3-Array Signal Processing
	WedPmOR4-Sensor Signal Processing
	WedPmOR5-VESTEL Session on Video Coding (Oral I)
	WedPmOR6-Multimedia Communications and Networking
	WedPmPO1-Signal Processing for Communications
	WedPmPO2-Image Analysis, Classification and Pattern Rec ...
	WedPmOR7-Beamforming
	WedPmOR8-Synchronization
	WedPmOR9-Radar
	WedPmOR10-VESTEL Session on Video Coding (Oral II)
	WedPmOR11-Machine Learning
	WedPmPO3-Multiresolution and Time-Frequency Processing
	WedPmPO4-I) Machine Vision, II) Facial Feature Analysis

	Thursday 8, September 2005
	ThuAmOR1-3DTV ( I ) (SPECIAL SESSION)
	ThuAmOR2-Performance Analysis, Optimization and Limits  ...
	ThuAmOR3-Face and Head Recognition
	ThuAmOR4-MIMO Receivers (SPECIAL SESSION)
	ThuAmOR5-Particle Filtering (SPECIAL SESSION)
	ThuAmOR6-Geometric Compression (SPECIAL SESSION)
	ThuAmPO1-Speech, speaker and language recognition
	ThuAmPO2-Topics in Audio Processing
	ThuAmOR7-Statistical Signal Analysis
	ThuAmOR8-Image Watermarking
	ThuAmOR9-Source Localization
	ThuAmOR10-MIMO Hardware and Rapid Prototyping (SPECIAL  ...
	ThuAmOR11-BIOSECURE Session on Multimodal Biometrics (  ...
	ThuAmOR12-3DTV ( II ) (SPECIAL SESSION)
	ThuAmPO3-Biomedical Signal Processing (Human Neural Sys ...
	ThuAmPO4-Speech Enhancement and Noise Reduction
	ThuPmPS1-PLENARY LECTURE (IV)
	ThuPmOR1-Isolated Word Recognition
	ThuPmOR2-Biomedical Signal Analysis
	ThuPmOR3-Multiuser Communications ( I )
	ThuPmOR4-Architecture and VLSI Hardware ( I )
	ThuPmOR5-Signal Processing for Music
	ThuPmOR6-BIOSECURE Session on Multimodal Biometrics ( I ...
	ThuPmPO1-Multimedia Indexing and Retrieval
	ThuPmOR7-Architecture and VLSI Hardware ( II )
	ThuPmOR8-Multiuser Communications (II)
	ThuPmOR9-Communication Applications
	ThuPmOR10-Astronomy
	ThuPmOR11-Face and Head Motion and Models
	ThuPmOR12-Ultra wideband (SPECIAL SESSION)


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö
	Ø

	Papers
	Papers by Session
	All papers

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	Copyright
	About
	Current paper
	Presentation session
	Abstract
	Authors
	Wilfried Philips
	Alessandro Ledda



