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ABSTRACT

In the framework of a robotized tele-echography, ultrasound
images are compressed and sent from a patient station to
an expert one. An important task concerns the evaluation
of the quality of the compressed images. Indeed, transmit-
ted images are the only feedback information available to the
medical expert to remotely control the distant robotized sys-
tem and to propose a diagnosis. Our objective is to measure
the image quality with a statistical criterion and with the
same reliability as the medical assessment. We propose in
this work a new method for the comparison of compression
results. The proposed approach combines different statis-
tical criteria and uses the medical assessment in a training
phase with a support vector machine. We show the benefit
of this methodology through some experimental results.

1. INTRODUCTION

The goal of the teleoperated chain developed in the frame
of the European project OTELO (mObile Tele-Echography
using an ultra-Light rObot) is to allow an ultrasound
expert to perform an echography examination on a re-
motely located patient with a teleoperated probe-holder
robot. For such an emergency telemedicine application, a
low bandwidth and real time examination are the main
technical constraints. Due to a reduced bandwidth of the
available communication links, an image compression is
needed to deliver, from the patient station to the expert
station, ultrasound images of ’acceptable’ quality and in
real time. In the framework of a robotized tele-echography,
ultrasound images are compressed at the patient station
and sent to the specialist. These received images are the
only feedback information available to the medical expert
to remotely control the distant robotized system [1]. The
diagnosis made by the specialist strongly depends on the
quality of these images. This work has been realized within
the framework of the European project OTELO where
we had to choose an image compression technique and a
performance evaluation method.

There are many methods to evaluate an image quality.
In the image processing literature, the most frequently used
measures are the mean square error (MSE) and the signal to
noise ratio (SNR)[2]. They are part of the pixel difference-
based distortion measures set and they are very popular
due to their mathematical facility. Others criteria can also
be found such as statistical measures: Linfoot, based on
the power spectral density [3] or the Moran-I statistics [4].

The important drawback of these criteria is the fact that
they do not always correspond to the human visual system
(HVS), which corresponds to an observer’s visual perception.

Image quality, especially in medical specialty, is tra-
ditionally evaluated with a visual test where experts
examine a large set of images and score each one on its
quality (contrast, details) and its distortion. The most
common psychovisual study is the Receiver Operating
Characteristics Curves method (ROC method) [5] [6]. Such
tests are time and human consuming ; they need a large
database of images to test. Also, these qualitative and
subjective evaluations may depend on the medical specialty.
Psychovisual tests require a strict protocol which is very
difficult to implement.

If mathematical criteria can easily offer a tool to evalu-
ate the quality of a compressed image with respect to the
original ultrasound image, the evaluation of a medical image
echography diagnosis remains dependant on the specialist’s
ability to detect eventual pathologies in one given image.
This subjective element in the clinical diagnosis has led us
to define a psychovisual test whose results are set as our
absolute reference. The goal of this work is to study the
behavior of several statistical criteria compared to a clinical
evaluation. Then, we propose to fusion the best criteria by
taking into account the medical assessment. We then realize
a training phase with a support vector machine to improve
the evaluation quality.

Section 2 presents the evaluation criteria that we tested
on compressed ultrasound images : first the psychovisual
test is detailed, then 16 criteria are analyzed. Section 3
shows the learning step with the support vector machine.
Section 4 illustrates the efficiency of the proposed method.
Conclusion is discussed in section 5.

2. DEVELOPED METHOD

The goal of this study is to find out a statistical criterion
close to a medical assessment for the evaluation of a com-
pressed ultrasound image quality. First, we create a psycho-
visual test. This test allows us to collect a significant number
of experts’ scores, which we define as our reference evalua-
tions. We performed a comparative study of the statistical
evaluation criteria. Second, a fusion of the best statistical
criteria was done using a support vector machine approach.
The idea is to predict the index quality of a compressed im-



age as close as the experts’ quality score.
2.1 The psychovisual evaluation : the expert refer-
ence

We performed a study to evaluate the quality of ultrasound
image compression according to psychovisual measures.

The survey was performed on 15 ultrasound images, each
one is compressed with 5 different compression techniques
given an exhaustive database of 75 compression results.
The goal of this work is not to compare the performance of
these compression methods, but to quantify the specialist’s
perception of the image quality.

The test was held following a rigorous protocol regarding
the lighting conditions around the examinee :
e the intensity of light falling on the video monitor and
on the examinee’s face is measured using an incident type
exposure meter and set to 8.5 + / — 0.5 and 10 + / — 0.5,
respectively.
e we use a single monitor for all the examinees, its contrast
is fixed, its resolution is set to 1024x768 at 32 bits/pixel.

The whole test is composed of a sequence of 15 different
screens. Each screen presents, for one particular image, the
original image and 5 compression results. An illustration of
such a screen is presented in figure 1. Experts have to com-
pare and sort from worst to best the compressed ultrasound
images with respect to the original one. A score ranging
from 1 to 5 is given from worst to best quality, respectively.
The test campaign was held in October 2004 and involved
12 medical experts, all specialized in ultrasonography. For
each compression result, we measure the score average value
given by the experts. We analyse for the whole data 15 sort-
ing results, which is a permutation of {1,2,3,4,5}. The av-
erage standard deviation measured on these results is equal
to 0.87. We can also conclude that answers are homogeneous
and results consistent.
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Figure 1: Screen example with 5 compressed images and a
reference one presented to the expert

2.2 Statistical quality criteria

The advantage of a psychovisual method, such as the one de-
veloped in the previous section, is that the results are closely
related to the medical expertise. However, this is a very time
and manpower consuming approach. We study some statis-
tical criteria, and compare them regarding the results of the
previous psychovisual test. We selected 16 criteria among
the ones studied in [7](see table 1).

D1  Minkowsky - Mean absolute error
D2 Minkowsky - Mean square error

D3 Minkowsky - Modified infinity norm
D4 Neighborhood error - 8 neighbours
D5 Neighborhood error - 24 neighbours
D6  Multiresolution error

C1 Normalized cross correlation

C2  Image fidelity

C3  Czekonowski correlation

S1  Spectral phase error

S2  Spectral phase-magnitude error

S3  Block spectral magnitude error

S4  Block spectral phase error

S5  Block spectral phase-magnitude error
P1  Peak signal to noise ratio

T1 Contrast measure

Table 1: Statistical criteria

2.3 Similarity function

As we have relative measures, we compare a sorting and
not the score given to each compression result. Criteria
are sorted according to their own variation (e.g. the PSNR
values are ranked from their highest to lowest values, the
Minkowski errors are ranked from their lowest to highest
values). For each screen of the psychovisual study, we
obtain a sorting of the five compression results, which is a
permutation of {1, 2, 3,4, 5}.

We can now express the comparison between each

couple of 2 images among the 5 compression results in one
screen. With this method, we obtain 10 comparison results
per screen, where the value 1 is given to the image with
best quality, and value —1 to the other.
For example, if we have the sorting values {3,1,5,4,2} for
the screen {imagel,image2,image3,imaged,image5}. We
compare imagel and image?2 : imagel has a better quality
than ¢mage2 as the experts give the rank 3 to imagel and
the rank 1 to ¢mage2. We obtain the following comparison
result {1 —1}.

We then have a set S of 150 comparisons of compression
results for the whole test (e.g. 10 comparison results for
each of the 15 screens).

The medical assessment is expressed by a vector Se of
dimension 150 corresponding to the comparison result of
each compression result for all the different screens. The
average score of medical experts is used to determine this
vector. A vector Sc can be also obtained for each statistical
criterion by comparing each compression result given the
value of the criterion. As for example, the comparison
result of two compression results, will have the value 1 if
the first result has a higher PSNR value than the secund one.

In order to define the similarity between each criterion
and the reference given by the experts’ scores, we define the
good comparison rate (GCR) :

150

= lise:=Se;
GCR 150; {Sc;=Se;}

where Se; and Sc; are the expert values and the criterion
values for the comparison ¢. This GCR measure represents
the criterion fidelity to reproduce the expert judgment (a
value of 1 or 100% means a perfect method).



In order to have a more reliable evaluation, we propose
a methodology to fusion different evaluation criteria by tak-
ing into account the medical assessment. We use a Support
Vector Machine (SVM) to achieve this goal.

3. LEARNING COMPRESSION QUALITY
WITH SUPPORT VECTOR MACHINES

Suppose we have a set of pairs {z;,yi}i=1,¢ with z; € R?
being a vector of d statistical criteria describing the quality
of a compression of a given image and y; an index quality
of a compression scheme. Our objective is to learn from
the knowledge of the training set {z;,y;}i—1,.¢ a function
f that will be able to predict accurately the index quality
of compression of a new image z. Thus, our idea is to use
a supervised learning framework for achieving this goal
but also to use this context for fusing different criteria and
selecting the most useful ones.

For solving this learning problem, we have used a 2-
norm Support Vector Machines. [8]. Hence, we are look-
ing for a hyperplane in a space H defined as : f(z) =
Zle aiyiK(z;,x) + b that maximizes the margin between
the hyperplane and the projected data point z; in H. Hence
a; are the solution of the following optimization problem :

maxe; 55, i — 3o ioyi (K(wi o)) + 60i5) g
with Ez a;yi =0 0< a4

where K is the kernel associated to #, d; ; is the kronecker
symbol and C a trade-off parameter between the margin
width and the number of training examples located beyond
the margin.

Furthermore, we are interested in knowing which sta-
tistical criteria are relevant for predicting the compression
quality. Learning the decision function f, a criterion selec-
tion has been performed. The variable selection algorithm
is a backward features ranking algorithm based on the in-
fluence of a given criterion on the margin [9] . Hence, each
criterion has been weighted by a scaling factor o and the

sensitivity of the margin with regards to a criterion u is re-
K (2w
lated to | Zz Zj QY Y gf’“z]) |.

this variable ranking procedure, the reader is referred to [9]

For more details about

4. EXPERIMENTAL RESULTS

We present experimental results of comparison with the
sorting realized by a medical assessment and the 16 statis-
tical criteria. The GCR between all the 16 criteria score
and the expert score is measured, and represents a sim-
ilarity of comparison we would like to maximize (see table 2).

D1 03933 D2 03800 D3 04267 D4 0.5200
D5 0.5200 D6 0.3800 C1 0.3800 C2 0.4867
C3 0.5000 S1 0.4067 S2 0.3333 S3  0.3800
S4 04133 S5 04133 P1 03800 T1 0.3467

Table 2: Good comparison Rate between each criterion and
the experts’scores.

The best rate is obtained by D4 and D5 with a value
of 0.52 (that means a 52% similarity to the medical assess-
ment). Based on these results, we can select the 4 criteria
presenting the highest value in the comparison namely : D4,
D5, C3, and C2.

We can note that two criteria are pixel difference-based
measures and two are correlation-based measures.

The Neighborhood Errors D4 and D5 are given by

N_ wz—l
> d(C,C)’ +d(C,C)?

w41
2

1
2(N —w)?

1,j=

where w = 3 for D4 and w = 5 for D5 and represent the
mean square error extended to a w * w neighborhood.
d(.,.)is a distance metric measured between the orig-

inal image C and the compressed one C of size N? pixels.

The Image Fidelity C2 is defined by

g — 2igmo 00, 5)
SN Ci, 4)?

and represents the normalized cross-correlation measure.

The Czekonowski correlation C3 is given by

N—1 . N
03 = 12 S - 2 *mlﬁ(Q(z,J},ng,J))
N2 2= (Ci.5) + C(i, 5))

We can notice that the P1 measure, also known as the
PSNR (one of the most popular criterion), obtains a bad
score: with a GCR rate equal to 38 % the PSNR ranks 10"
among the 16 studied criteria.

In this first experiment, we have used the same data
as in section 2.3 namely, 150 compression results. Hence,
we have run a SVM with a variable ranking at each run.
We have analyzed the performance of our algorithm with
respect to the ratio of examples in the learning set. Hence,
for a given ratio, the learning and testing set have been
built by splitting randomly all examples. Then, due to the
randomness of this procedure, 10 trials have been performed
with different random draws of the learning and testing set.

For each trial and run, the SVMs and variable ranking
algorithm have been performed on a large range of hyperpa-
rameters values C' and d the gaussian kernel bandwidth.

Figure 2(a) shows the results of the criterion selection,
which concludes that the optimal number of criteria is 6.
Figure 2(b) shows the GCR with respect to the number of
compression results used in the training set. The learning
is done with the 16 criteria measures. Table 3 resumes the
GCR obtained by the 4 selected criteria and shows the best
GCR obtained by the SVM.

D4 D5 C3 C2 Fusion
0.52 0.52 0.50 048 0.85

Table 3: Good comparison Rate : the 4 selected criteria and
the fusion criterion.

When only 25 compression results are used in the
learning phase by the system, the good recognition rate is
equal to 60% ; the best comparison rate obtained by one
criterion among the 16 was 52% (Fig 2(b)).

When 95% of the whole set (150 compression results) is used
in the learning database, the system obtains a successful
score of 85% in the recognition of these same 150 results.
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Figure 2: Evolution of the correct classification rate

The fusion of all criteria allows a good improvement of the
results.

We illustrate the efficiency of the proposed method for
the comparison of two compression results.

The example (see figure 3) concerns an image compressed
with the standard Jpeg-Ls related to two compression rates
(a high compression at 0.98% and a very high compression at
1.77%). Visually and with no expertise in ultrasound images
analysis, one can determine that the image B has a better
quality. The learning phase was done with the 150 previous
compression results. The fusion defines correctly image B as
the best (see Table 4).

(a) image A (b) image B

Figure 3: Two compression results (image A and image B)
of the same original ultrasound image

5. CONCLUSIONS AND PERSPECTIVES

We expose in this paper a comparison of some evaluation
criteria to quantify the image compression quality. We use
a psychovisual study with 12 medical experts to identify

Method A Method B

D4 -1 1
D5 -1 1
C3 1 -1
C2 -1 1
Fusion -1 1

Table 4: Comparison of two compressed ultrasound images
by the four evaluation criteria and the fusion criterion (value
for the best image is presented in bold face for each criterion).

the statistical criteria having the best behavior compared to
the medical assessment. This study allows us to select four
criteria among the 16 tested ones : image fidelity, neighbor-
hood errors and Czekonowski correlation. A support vector
machine performs the fusion with the selected criteria and
offers a significant improvement of the evaluation efficiency.
The performance of the proposed criterion provides an
improvement of about 30% compared to the best criterion
from our survey for the quality evaluation of compression
results. A perspective of this study is to use this criterion
for the comparison of ultrasound image compression best
fitted for a mobile robotized tele-echography system.

Acknowledgement : this work was funded by the
European Commission under OTELO project (IST 2001-
32516).

REFERENCES

[1] Smith-Guerin N. and AlBassit L. and Courreges F.
and Poisson G. and Delgorge C. and Arbeille Ph. and
Vieyres P., ”Clinical validation of a mobile patient-
expert tele-echography system using ISDN lines”, Con-
ference on Information Technology Applications in
Biomedicine, ITAB’03, Birmingham, 2003.

[2] Deepak S. Turaga and Yingwei Chen and Jorge
Caviedes, "No reference PSNR estimation for com-
pressed pictures”, Signal Processing : Image Commu-
nication, 19, pp. 173-184, 2004.

[3] Christine Fernandez-Maloigne, ” Couleur numerique et
psychometrie”, Computer Art Journal, 1(1), 2004.

[4] Tzong-Jer Chen et al., A novel image quality index
using Moran I statistics”, Physics in Medicine and Bi-
ology, 48, pp. 131-137, 2003.

[5] H. Lamminen and K. Ruohonen and H. Uusitalo, ”Vi-
sual tests for measuring the picture quality of teleconsul-
tations for medical purposes”, Computer Methods and
Programs in Biomedicine, 65, pp. 95-110, 2001.

[6] B. Kassai et al., ”A systematic review of the accuracy
of ultrasound in the diagnosis of asymptomatic deep
venous thrombosis : preliminary results”, Journal of
Thrombosis and Haemostasis, I-supplement 1, n P1443,
2003.

[7] Ismail Avcibas and Bulent Sankur and Khalid Say-
ood, ”Statistical evaluation of image quality measures”,
Journal of Electronic imaging, 11(2), pp. 206-223, 2002.

[8] N. Cristianini and J. Shawe-Taylor, ”Introduction to
Support Vector Machine”, Cambridge University Press,
2000.

[9] A. Rakotomamonjy, ”Variable selection using SVM-
based criteria”, Journal of Machine Learning Research,
3, pp. 1357-1370, 2003.



	Index
	EUSIPCO 2005

	Conference Info
	Welcome Messages
	Sponsors
	Committees
	Venue Information
	Special Info

	Sessions
	Sunday 4, September 2005
	SunPmPO1-SIMILAR Interfaces for Handicapped

	Monday 5, September 2005
	MonAmOR1-Adaptive Filters (Oral I)
	MonAmOR2-Brain Computer Interface
	MonAmOR3-Speech Analysis, Production and Perception
	MonAmOR4-Hardware Implementations of DSP Algorithms
	MonAmOR5-Independent Component Analysis and Source Sepe ...
	MonAmOR6-MIMO Propagation and Channel Modeling (SPECIAL ...
	MonAmOR7-Adaptive Filters (Oral II)
	MonAmOR8-Speech Synthesis
	MonAmOR9-Signal and System Modeling and System Identifi ...
	MonAmOR10-Multiview Image Processing
	MonAmOR11-Cardiovascular System Analysis
	MonAmOR12-Channel Modeling, Estimation and Equalization
	MonPmPS1-PLENARY LECTURE (I)
	MonPmOR1-Signal Reconstruction
	MonPmOR2-Image Segmentation and Performance Evaluation
	MonPmOR3-Model-Based Sound Synthesis ( I ) (SPECIAL SES ...
	MonPmOR4-Security of Data Hiding and Watermarking ( I ) ...
	MonPmOR5-Geophysical Signal Processing ( I ) (SPECIAL S ...
	MonPmOR6-Speech Recognition
	MonPmPO1-Channel Modeling, Estimation and Equalization
	MonPmPO2-Nonlinear Methods in Signal Processing
	MonPmOR7-Sampling, Interpolation and Extrapolation
	MonPmOR8-Modulation, Encoding and Multiplexing
	MonPmOR9-Multichannel Signal Processing
	MonPmOR10-Ultrasound, Radar and Sonar
	MonPmOR11-Model-Based Sound Synthesis ( II ) (SPECIAL S ...
	MonPmOR12-Geophysical Signal Processing ( II ) (SPECIAL ...
	MonPmPO3-Image Segmentation and Performance Evaluation
	MonPmPO4-DSP Implementation

	Tuesday 6, September 2005
	TueAmOR1-Segmentation and Object Tracking
	TueAmOR2-Image Filtering
	TueAmOR3-OFDM and MC-CDMA Systems (SPECIAL SESSION)
	TueAmOR4-NEWCOM Session on the Advanced Signal Processi ...
	TueAmOR5-Bayesian Source Separation (SPECIAL SESSION)
	TueAmOR6-SIMILAR Session on Multimodal Signal Processin ...
	TueAmPO1-Image Watermarking
	TueAmPO2-Statistical Signal Processing (Poster I)
	TueAmOR7-Multicarrier Systems and OFDM
	TueAmOR8-Image Registration and Motion Estimation
	TueAmOR9-Image and Video Filtering
	TueAmOR10-NEWCOM Session on the Advanced Signal Process ...
	TueAmOR11-Novel Directions in Information Theoretic App ...
	TueAmOR12-Partial Update Adaptive Filters and Sparse Sy ...
	TueAmPO3-Biomedical Signal Processing
	TueAmPO4-Statistical Signal Processing (Poster II)
	TuePmPS1-PLENARY LECTURE (II)

	Wednesday 7, September 2005
	WedAmOR1-Nonstationary Signal Processing
	WedAmOR2-MIMO and Space-Time Processing
	WedAmOR3-Image Coding
	WedAmOR4-Detection and Estimation
	WedAmOR5-Methods to Improve and Measures to Assess Visu ...
	WedAmOR6-Recent Advances in Restoration of Audio (SPECI ...
	WedAmPO1-Adaptive Filters
	WedAmPO2-Multirate filtering and filter banks
	WedAmOR7-Filter Design and Structures
	WedAmOR8-Space-Time Coding, MIMO Systems and Beamformin ...
	WedAmOR9-Security of Data Hiding and Watermarking ( II  ...
	WedAmOR10-Recent Applications in Time-Frequency Analysi ...
	WedAmOR11-Novel Representations of Visual Information f ...
	WedAmPO3-Image Coding
	WedAmPO4-Video Coding
	WedPmPS1-PLENARY LECTURE (III)
	WedPmOR1-Speech Coding
	WedPmOR2-Bioinformatics
	WedPmOR3-Array Signal Processing
	WedPmOR4-Sensor Signal Processing
	WedPmOR5-VESTEL Session on Video Coding (Oral I)
	WedPmOR6-Multimedia Communications and Networking
	WedPmPO1-Signal Processing for Communications
	WedPmPO2-Image Analysis, Classification and Pattern Rec ...
	WedPmOR7-Beamforming
	WedPmOR8-Synchronization
	WedPmOR9-Radar
	WedPmOR10-VESTEL Session on Video Coding (Oral II)
	WedPmOR11-Machine Learning
	WedPmPO3-Multiresolution and Time-Frequency Processing
	WedPmPO4-I) Machine Vision, II) Facial Feature Analysis

	Thursday 8, September 2005
	ThuAmOR1-3DTV ( I ) (SPECIAL SESSION)
	ThuAmOR2-Performance Analysis, Optimization and Limits  ...
	ThuAmOR3-Face and Head Recognition
	ThuAmOR4-MIMO Receivers (SPECIAL SESSION)
	ThuAmOR5-Particle Filtering (SPECIAL SESSION)
	ThuAmOR6-Geometric Compression (SPECIAL SESSION)
	ThuAmPO1-Speech, speaker and language recognition
	ThuAmPO2-Topics in Audio Processing
	ThuAmOR7-Statistical Signal Analysis
	ThuAmOR8-Image Watermarking
	ThuAmOR9-Source Localization
	ThuAmOR10-MIMO Hardware and Rapid Prototyping (SPECIAL  ...
	ThuAmOR11-BIOSECURE Session on Multimodal Biometrics (  ...
	ThuAmOR12-3DTV ( II ) (SPECIAL SESSION)
	ThuAmPO3-Biomedical Signal Processing (Human Neural Sys ...
	ThuAmPO4-Speech Enhancement and Noise Reduction
	ThuPmPS1-PLENARY LECTURE (IV)
	ThuPmOR1-Isolated Word Recognition
	ThuPmOR2-Biomedical Signal Analysis
	ThuPmOR3-Multiuser Communications ( I )
	ThuPmOR4-Architecture and VLSI Hardware ( I )
	ThuPmOR5-Signal Processing for Music
	ThuPmOR6-BIOSECURE Session on Multimodal Biometrics ( I ...
	ThuPmPO1-Multimedia Indexing and Retrieval
	ThuPmOR7-Architecture and VLSI Hardware ( II )
	ThuPmOR8-Multiuser Communications (II)
	ThuPmOR9-Communication Applications
	ThuPmOR10-Astronomy
	ThuPmOR11-Face and Head Motion and Models
	ThuPmOR12-Ultra wideband (SPECIAL SESSION)


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö
	Ø

	Papers
	Papers by Session
	All papers

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	Copyright
	About
	Current paper
	Presentation session
	Abstract
	Authors
	Vieyres Pierre
	Poisson Gérard
	Rakotomamonjy Alain
	Christophe Rosenberger
	Delgorge Cecile



