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ABSTRACT
A complex-allpass-based multiple notch IIR filter is pro-
posed to suppress Radio Frequency Interference (RFI) that
affect VDSL systems. A notch filter realization based on
complex allpass cascaded second-order sections is presented
and evaluated in this paper. Two different algorithms, us-
ing the Recursive Prediction Error (RPE) method and an al-
ternative (similar to the Steiglitz-McBride) method, are pro-
posed to update the adaptive notch filter coefficients. Simple
stochastic gradient algorithms can be obtained using allpass
cascaded second-order sections whose regressors are formed
by orthogonal functions which is not the case for the conven-
tional complex cascade realization. Comparisons with other
multiple-notch realizations evaluating convergence rate and
residual interference levels are included. The novel structure
using the RPE method reaches the lowest residual interfer-
ence level with the fastest convergence rate. Furthermore us-
ing the novel techniques stability check is not needed, which
reduces their implementation complexity.

1. INTRODUCTION

Digital Subscriber Line (DSL) transmission is one of the fast-
est growing telecommunication technologies. Since twisted
pair wires in the telephone network are unshielded and many
wires are tightly bundled, there are a number of interferences
that must be considered. For the particular cases of VDSL,
Single Carrier and Multicarrier implementations, crosstalk,
radio frequency interference (RFI) and impulsive noise (IN)
are the main disturbances to be considered [1]. Radio-
frequency interference (RFI) caused by broadcast AM radio
transmitters and radio amateurs is considered to be one of the
most challenging problems. Especially the interference from
radio amateurs (HAM interference) is difficult to handle. It is
non-stationary, as the transmission is intermittent and bursty,
and exhibits potentially high power levels when transmitters
are close to the wiring. RFI effects can be reduced using spe-
cific transmission masks. However, HAM interferences can
change their frequency band, often imposing the additional
constraint that any RF canceler needs to be adaptive.

An adaptive RFI canceler should converge fast to the in-
cident frequency and be able to track the variation of the RFI
frequency. On the other hand, suppression level of 40 dB
must be obtained. IIR filter realizations, i.e. IIR adaptive
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notch filters (ANF), are used instead of FIR structures be-
cause FIR structures require large filter order to obtain this
level of suppression with sharp cutoff characteristics [2] [3].

An allpass-based IIR multiple Complex Adaptive Notch
Filter (CANF) is presented in this work, with two different al-
gorithms, associated to the Recursive Prediction Error (RPE)
method (A1-CANF) and an alternative method (A2-CANF)
which is similar to the Steiglitz-McBride method, based on
different minimization criteria. A real-coefficient version of
this realization was proposed in [4]. Both algorithms are
evaluated in an RFI interference cancellation application.

The motivations to introduce the factorized all-pass IIR
notch model for multiple complex signals is the direct avail-
ability in the realization of an orthogonal set of functions use-
ful when measurement noise is of concern.

In order to demonstrate their advantage in terms of con-
vergence speed, their performance are compared with the
conventional cascaded complex implementation (C-CANF)
[5] and the complex notch filter with direct-form realization
(D-CANF) [6].

The paper is organized as follows. RFI signals and the
conventional complex cascaded IIR multiple notch filter are
reviewed in Section 2. The complex allpass-based multiple
notch filter is presented in Section 3. In addition in this sec-
tion two related updating algorithms proposed for the new
realization. Simulation results in the RFI cancellation appli-
cation comparing the new algorithms with other realizations
are presented and discussed in Section 4. Conclusions are
drawn in the last section.

2. RFI AND IIR COMPLEX ANF
This work focuses on the detection and cancellation of RFI
interferences. For VDSL systems, the usable bandwidth is
extended between 1.1 to 30 MHz depending on the loop
length. There are many amplitude modulated (AM) radio
stations in the frequency band of 0.55 to 1.7 MHz, and SW
radio stations located in several bands between 1.7 and 30
MHz. There are also amateur short wave frequency bands
distributed in the same range. RFI signal can reach power
density levels with values up to −40 dBm/Hz in HAM bands
as is recognized in ANSI and ETSI standards [7].

A RFI signal can be represented in the time domain as

u(k) =
M

∑
i=1

Aie
jwi + n(k) (1)

where k is the time index, wi and Ai are the frequency and the
amplitude of interference i, respectively, M is the number of
interference signals and n(k) is a complex Gaussian random
noise process modeling the VDSL signal. The VDSL signal



can be modeled with a flat power spectral density of −60
dBm/Hz [8].
Cascade Complex ANF (C-CANF)

Conventional cascade complex multiple notch filter (C-
CANF) can be described by the transfer function

Hc(z) =
M

∏
i=1

Hi(z) =
M

∏
i=1

1− e jωiz−1

1−ρie jωi z−1 (2)

where ωi is the notch angular frequency and ρ i is the filter
pole radius that determines the notch bandwidth.

The input signal u(k) is composed of a narrowband sig-
nal (RFI interference) and a wideband signal (VDSL). The
output of the notch filter contains only the broadband signal
when the filter coefficients are adjusted. The output of the
cascaded notch filter is given by yM(k) = Hc(q−1)u(k). The
coefficients are chosen to minimize the notch filter output
power, i.e., E[|yM(k)|2]. The updating algorithm proposed in
[5] takes the form

ωi(k + 1) = ωi(k)− µ
rrpe(k)

Re[yM(k)ϕ∗
i (k)] (3)

rrpe(k + 1) = (1−λ )rrpe(k)+ λ (ϕi(k)ϕ∗
i (k)) (4)

where

ϕi(k) = − je jωi q−1

1−ρie jωiq−1

(
M

∏
n=1,n�=i

Hn(q−1)

)
u(k) (5)

Direct realization Complex ANF (D-CANF)
An illustrative use of this implementation can be found

in [6]. The notch filter is defined as

HD(z) =
1+ ∑M

i=1 a∗i z−i

1+ ∑M
i=1 ρia∗i z−i

(6)

where ρ is the filter pole radius and ai is the parameter of the
filter, and M is the number of notches. The order of the filter
is related with the number of tones to be cancel. The param-
eter vector is θ = [a1,a2 . . .aM]T which will be adjusted by
minimizing the output signal power. In [6], a Gauss-Newton
algorithm is implemented with an exponential profile vari-
ation for the filter pole radius ρ . Stability check must be
included, which increases the algorithm complexity.

3. NOVEL ALLPASS-BASED CANF (A-CANF)
The model for the proposed allpass-based multiple complex
adaptive notch filter (A-CANF) can be described by

H(z) =
1
2
(1+

M

∏
i=1

Vi(z)) (7)

where Vi(z) = ρi−e jωi z−1

1−ρie jωi z−1 and ρi is the corresponding pole
radius to ωi (0 < ρ < 1). In order to facilitate the analysis
and presentation, the following relationships will be useful

Vi(e jω) = cos(φi(ω))+ j sin(φi(ω)) = exp[ jφi(ω)]

=
1

|Di(e jω)|2
[(

2ρi − (1+ ρ2
i )cos(ωi −ω)

)
− j
(
(1−ρ2

i )sin(ωi −ω)
)]

(8)

where Di(e jω ) = 1− ρie jωi e− jω and φi(ω) is the phase of
the corresponding allpass section i. Note that when ρ i → 1,

φi(ω)→ π . (7) does not describe in general the same transfer
function as (2). However, it is easy to verify using (8) that a
very close behavior can be obtained with both models for
ρi → 1.

The main advantage of the new complex multiple-notch
model is related to its application in the context of adap-
tive filtering in general, and narrowband signal (for exam-
ple, RFI) cancellation. As will be discussed in the follow-
ing subsections, simple stochastic gradient algorithms can be
obtained with this model whose regressors are formed by or-
thogonal functions. Note that this is not the case for the com-
plex cascade realization. This property leads in general to
estimates that are less sensitive to the signal-to-interference
ratio (SIR) level. The basic orthogonal signals of interest are
the following

Fi(z) =
z−1

Di(z)

M

∏
k=1,k �=i

Vi(z) (9)

In order to complete the model definition of (7), an expo-
nential profile variation is considered for each allpass section
pole radius ρi, given by

ρi(k + 1) = riρi(k)+ (1− ri)ρ∞
i (10)

where ri defines the exponential decay time constant and ρ ∞
i

is the asymptotic value of ρi.

Recursive Prediction Error Algorithm (A1-CANF):
Looking for the minimization of the output signal power,
based on the model (7), the conventional recursive predic-
tion error method can be used [9]. This method leads to the
following normalized stochastic gradient updating algorithm

wrpei(k + 1) = wrpei(k)−
µ

rrpe(k)
Re[yM(k)ψ∗

i (k)] (11)

rrpe(k + 1) = (1−λ )rrpe(k)+ λ (ψi(k)ψ∗
i (k))

where

ψi(k) = − je jωiq−1

Di(q−1)

(
M

∏
n=1,n�=i

Vn(q−1)

)
u(k)

λ is the forgetting factor and µ is the step size. A block dia-
gram of the complex allpass-based multiple notch realization
is illustrated in Figure 1.

Local convergence of this algorithm can be easily verified
using standard linearized Liapunov arguments. For ρ i → 1
unbiased estimates can be obtained. More interesting is the
fact that the regressor components are formed by orthogo-
nal functions. Following the ODE analysis of the stationary
points related to (11) [2], and assuming the disturbance n(k)
is white noise, then these stationary points can be shown to
be free from any noise-induced component.
An alternative Algorithm (A2-CANF): An alternative up-
dating algorithm can be obtained following an approach sim-
ilar to [10] [2] [4]. Based in the model (7), we consider the
minimization of the variance of the following signal

eM(k + 1) =
1
2

∏M
i=1 D(k+1)

i (q−1)+ ∏M
i=1 D

(k+1)
i (q−1)

∏M
i=1 D(k)

i (q−1)
u(k)

(12)
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Figure 1: Block diagram of A1-CANF implementation.

where D(k)
i (z) = 1−ρe jωi(k)z−1 and

D
(k)
i (z) = [D(k)

i (1/z∗)]∗. At time k + 1, assuming D(k)
i (z)

known, this signal is linear in the coefficients. In an on-line
implementation we can consider eM(k) ∼= yM(k). By differ-
entiating (12) with respect to the frequencies ω i, the regressor
is obtained in the following form:

ψi(k) = − je jωiq−1

Di(q−1)

(
M

∏
n=1,n�=i

(1+Vn(q−1)

)
u(k)

and the updating equations for a normalized stochastic gra-
dient algorithm are described by (A2-CANF)

ωsmi(k + 1) = ωsmi(k)−
µ

rsm(k)
Re[yM(k)ψ∗

i (k)] (13)

rsm(k + 1) = (1−λ )rsm(k)+ λ (ψi(k)ψ∗
i (k))

where λ is the forgetting factor and µ is the step size.
Local convergence of this algorithm can be verified in a

form similar to that in [4]. Following that approach, unbiased
estimates can be obtained for ρi → 1. Due to the regressor
definition (which includes the orthogonal functions of (9)),
and assuming a white noise disturbance, the ODE analysis of
(13) has no noise-induced component.

A detailed evaluation of these properties and other char-
acteristics of the proposed algorithms are presented in the
following section.

4. SIMULATIONS AND COMPARISONS
The performance of the four algorithms, is evaluated in this
section to suppress RFI interference in a VDSL system using
single-carrier modulation. The VDSL signal is modeled as
white noise with PSD equal to −60 dBm/Hz in the normal-
ized bandwidth. RFI consists of up to 4 complex sinusoids
with higher amplitudes than the VDSL signal and frequen-
cies varying inside the complete VDSL bandwidth.

Different exponential profiles are defined for each fil-
ter section, and for each realization. The initial values are
ρ j = 0.9 with different exponential time decay constants,
r0 = [0.75,0.6,0.65,0.55] for each section, asymptotic value
ρ∞

0 = 0.975, forgetting factor λ = 0.01 and µ = 0.01.
Figure 2 depicts the coefficient evolution that give the

frequency notch of the filter considering 4 RFI signals with
normalized frequencies given by ω = [0.2,0.4,0.6,0.8] and
SIR = 20 dB. Direct implementation method is not shown in
this figure due to the coefficient evolution don’t express the
frequency notch in direct way.
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Figure 2: Learning curve for A1-CANF, A2-CANF and C-CANF with
high SIR=40dB

Implementation No. iterations MSE [dB]
C1 C2 C3 C1 C2 C3

A1-CANF 681 400 820 -33.59 -16.95 -14.5
A2-CANF 1281 602 1310 -33.92 -17.02 -13.8
C-CANF 714 415 850 -32.98 -16.21 -13.54
D-CANF 10500 770 11600 -33.1 -16.8 -13.45

Table 1: Simulation results - Number of iterations and minimum MSE

Mean Squared Error (MSE) evolution for the different al-
gorithms are presented in Figure 3. In all simulations an ex-
cellent cancellation level is obtained. However, A1-CANF
and A2-CANF implementations have reduced complexity
compared with the others because the stability check is not
necessary.

When only 2 RFI signals are present , the convergence
speed of all algorithms is similar, with the best results for A1-
CANF (RPE) implementation. All algorithms reach similar
levels of residual interference.

In low SIR levels -2 dB, the best results were obtained us-
ing A2-CANF implementation with the fastest convergence
speed and lowest residual error. Figure 4 shows the coeffi-
cient evolution for A2-CANF (SM) and C-CANF.

Table 1 summarizes the simulation results for the three
cases: C1: SIR=40dB, 4 RFI signals, C2: SIR=20dB, 2 RFI
signals and C3: SIR=20dB, 4 RFI signals. The number of it-
erations in which the algorithm converges ( an average value
of a window of twenty samples is considered) and the min-
imum MSE that is reached (after convergence) are included
in this table. As illustrated using these simulations, and af-
ter using other contexts of interference cancellation, we can
conclude that CANF versions reach faster convergence speed
than direct implementation when 4 RFI interferences are in-
cluded. A1-CANF version achieves the best performance
in high SIR levels with a fast convergence speed and a low
residual interference level. In a low SIR case, A2-CANF im-
plementation had the fastest convergence rate with the lowest
bias. Figure 4 shows the learning curve for A2-CANF and C-
CANF algorithms.

The tracking performance is analyzed varying ω 1 = .2
between 0.1 and 0.3 from samples 2000 to 3000 and 4000
to 4500 and ω1 = 0.8 varying to 0.9 from samples 2500 to
2900 with SIR=20dB as illustrated by Figure 5. The best re-
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sults are obtained using A2-CANF method. A2-CANF (SM)
follows the frequency change with a fast response without af-
fecting the other frequency notches. The other methods had
a good tracking response but the frequency estimation of the
other notches is affected by the frequency variations of ω 1.

5. CONCLUSIONS
A new family of allpass-based complex IIR ANF was pre-
sented in this paper. Their performance was evaluated in
RFI canceling application compared against the conventional
complex cascaded and direct complex notch filters. The best
results were reached using A1-CANF that showed the fastest
convergence speed and the lowest residual interference level
in high SIR levels. Steiglitz-McBride implementation (A2-
CANF) had an excellent performance with low SIR levels.

Using the novel implementation simple stochastic gra-
dient algorithms can be obtained using allpass cascaded
second-order sections whose regressors are formed by or-
thogonal functions. Moreover, cascaded allpass second-
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Figure 5: Learning curve for the tracking application where some RFI
frequencies have step changes at 2000, 3000, 4000 and 4500 samples

order sections are implemented with low complexity because
stability check is not needed.

These characteristics allow us to present the novel CANF
algorithm as a good candidate for RFI canceling and other
applications where tracking capability and low residual error
are required. Other contexts like tracking, adaptive line en-
hancing (ALE) or tone detection in low-signal to noise ratio
environments can be considered. Some of these subjects are
currently under investigation.
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