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ABSTRACT

In this tutorial we report on recent findings in Quasi-
Orthogonal Space-Time Block Codes and show how these
codes can be modified to offer high flexibility for many trans-
mission schemes, support antenna selection, water filling and
beamforming, approach maximal diversity, provide high ca-
pacity and still work with low complexity well suited for im-
plementation. Examples from real-time measurements sup-
port our statements.

1. INTRODUCTION

Space-time coding has become very popular after the
findings by Foschini [1] and Telatar [2] who showed that
multiple antenna systems are capable of providing large ca-
pacity increase in wireless transmissions. Seminal papers by
Tarokh et al. [3, 4] show criteria based on the Code Distance
Matrix (CDM) explaining in which way Space-Time Codes
(STC) need to be designed in order to utilize the maximum
diversity provided by rich scattering channels. So called
Orthogonal Space-Time Block Codes (OSTBC) became
quite popular [5]-[7] in the context of Space-Time Transmit
Diversity (STTD) since they can provide full diversity with
low complexity, however mostly with the drawback of
reduced data rates.

In order to gain the advantages of OSTBCs schemes
with properties close to such optimal codes but with higher
data rates, so called Quasi Orthogonal Space-Time Block
Codes (QSTBC) were proposed [8]-[12]. However, soon the
interest in such QSTBCs dropped since their loss in diversity
appeared too harsh to be acceptable in particular when
applying the analysis methods from [3, 4]. Mecklenbriuker
et al. [13] provided an analytical result, showing that the
diversity loss is not necessarily very large and that it can be
overcome by various methods. In more realistic scenarios
with correlated channels [14, 15] it turned out that QSTBCs
are not necessarily performing poorer than OSTBCs [16]-
[20]. This fact together with their flexibility appeared on
the other hand so interesting that it was worth to investigate
QSTBC:s further.

This tutorial provides an overview of the properties of
such QSTBCs including recent analytic findings and exper-
imental validation. In Section 2 we introduce the concept
of orthogonal space-time block codes and their extension to
QSTBCs. We show how families of codes with essentially
identical code properties but different transmission proper-
ties in spatially correlated channels can be generated. In Sec-
tion 3 we demonstrate the virtual channel structuring prop-

erty of such codes and introduce the so called Equivalent
Virtual Channel Matrix (EVCM) due to which we can re-
formulate the transmission problem in an equivalent form,
much more suitable for further analysis. We also introduce
the modal eigenspace of such EVCMs and show that very
simple modal matrices appear, suitable not only for beam-
forming applications but also applicable to the BER perfor-
mance analysis of such codes. In Section 4 we explain the
various receiver performances under QSTBC transmission
and in Section 5 we discuss their capacity properties. Fi-
nally, Section 6 will discuss improvements of these codes,
preserving high diversity and at the same time offering low
complexity decoding.

2. FUNDAMENTALS OF QUASI-ORTHOGONAL
SPACE-TIME BLOCK CODES
2.1 Alamouti code

The seminal work by Alamouti [7] started this interesting
field. The basic idea is to define a 2 x 2 block code to receive
the vector

r=Siph+v. (1)
By applying the following block code
_ S1 52
SlZ - ( S; _ST > 5 (2)
the transmission defined by (1) reads explicitly
r o= sithi+s2hy+v
rn = SZhl —ST/’lz—i-vZ.

This in turn is equivalent to:

h1s1+ hasy + v
—hys1 +hisy+v3,

18| =
o=

or written in vector form:

(o )=()=(a k) (e )+ ()

where we changed the notation for the noise samples as well.
In short vector notation we obtain:

y=Hys+n, 3

where we introduced the so called Equivalent Virtual Chan-
nel Matrix (EVCM) H,, with the advantageous property

H'H, =
n =

H,H? = 1’I,, with
|1 * + o



The Alamouti scheme thus allows to structure [21] any given
2 x 1 transmission system into a virtual orthogonal 2 x 2
transmission system with double diversity. Further advan-
tages of such a scheme are low complexity receivers since
the diagonal transmission scheme (3) can be decoded by a
low-complex zero-forcing (ZF) receiver with maximum like-
lihood receiver (ML) properties. The only drawback is the
lower data rate compared to spatial multiplexing, a drawback
often taken readily into account.

2.2 Quasi-Orthogonal Space-Time Block Codes for
Four Transmit Antennas

It is shown in [5, 22] that higher dimensional full rate
schemes that obtain full transmit diversity exist only for
binary modulation. Once complex-valued modulation is
applied, OSTBCs with full rate and full diversity do not
exist. An alternative is to reduce the data rate [23]. It is
this data rate limitation that started the interest in QSTBCs
to gain increased data rate while preserving most of the
diversity advantage of OSTBCs.

Surprisingly, no researcher ever dared to define exactly
what a quasi orthogonal code exactly is. The word quasi is
not well defined in such context. Inspired by Theorem 7.1
in [6], we would thus like to propose the following definition:

Definition 2.1: A QSTBC of dimension N x N has an
EVCM that satisfies H,H, = ):11\]|hi|2J with J being a
sparse matrix with ones on its main diagonal, having at least
N? /2 zero entries at off-diagonal positions and its remaining
entries being bounded in magnitude by +1.

We will continue our overview mostly on the basis of
four transmit antennas and one receive antenna although we
like to point out that the statements we give are equivalently
true for more antennas. However, explicit terms are often
not as comprehensible as for the four antenna case and four
antennas are more likely to be used in the near future than for
example 8 or 16 transmit antennas.

2.2.1 Known QSTBCs

We start our overview with a list of well known QSTBC:s, the
ABBA code proposed by Tirkkonen et al. [8]:

S1 S22 83 S4

* * * *

Sappa = CT I I B T B 4
S3s Si2 s3 S48 52
53 =83 55 —S)

the Jafarkhani code [9, 11] which we will call Extended
Alamouti code since it straightforwardly extends the concept
of Alamouti:

S1 52 s3 S4

SEA o S12 S34 o SE —ST Si —S§ (5)
= * * — * * k *
S5 —Si 53 S )

S4 —853 —85 51

and finally the code proposed by Papadias and Foschini [10]
that cannot be described by sub-blocks like the first two ex-
amples:

51 S2 53 S4
* * * *
S —S N —S
Spr = sz B 1 B 4 3 . (6)
3 S4 S1 $2

* * *
Sy S3 =85 =5

2.2.2 Other QSTBCs Obtained by Linear Transformations

Although similar in appearance, the codes (4), (5), and (6)
show very distinct behavior at particular channels. Thus the
question arose how many of such codes exist, and whether
there are optimal codes for particular channels. Although the
first question of how many codes exist is rather difficult to
answer, we will show in the next section by working out the
concept of the equivalent virtual channel matrix that there
are just a few codes with distinctly different behavior. This
is due to the fact that all of these codes can be translated into
each other by linear transformations of the form:

[TgC[TlsHT3 =8S. (7)

Here s is the set of symbols (for example {s;,s2,53,54}) gen-
erating the space-time code matrix S. A permutation matrix
T changes the order of the symbols. The linear transforma-
tion C maps the vector T's into a space-time code word by
repeating the symbols and placing them in every row differ-
ently but in such a way that all symbols appear once in each
row and once in each column. The linear transformations
T, and T3 finally allow for exchanging rows and columns
(permutations) as well as to alter signs in columns or rows
and/or change to the conjugate complex values of an entire
row. To generate a new quasi-orthogonal space-time code
matrix S, the linear transformations described above must be
applied in such a way, that the new code also fulfills the con-
straints given in Definition 2.1. Note that all of these linear
transformations (7) are unitary, i.e., energy preserving. The
consequence of this is that some essential properties like the
trace invariance of all these codes remain unchanged.

3. EQUIVALENT VIRTUAL MIMO CHANNEL
MATRIX

An important characteristic of QSTBCs is their distinct
equivalent, highly structured, virtual MIMO channel matrix
H,. Let us consider an STBC denoted by S, e.g Sga from
(5), and an 4 x 1 frequency flat MISO system. Then we ob-
tain r = Sh + n, just like in (3) where r denotes the vector
of four temporally successive receive samples. The channel
coefficients are denoted by h = [y, ha,h3,hs])7 and n is the
modified noise vector similar to the Alamouti case in Sec-
tion 2.1.

Complex conjugating some rows of S leads to the equivalent,
highly structured, virtual MIMO channel matrix (EVCM).
For example, changing the second and fourth element of the
code (4) or (6) leads to a modified received signal vector y
that can be written in the equivalent form

ri N
*
r 5
= 2 = =
y s Hs+n=H, 53 +n, ®)
N 54

introducing H, as the 4 x 1 highly structured EVCM.

3.1 EVCM for known QSTBCs

Computing the EVCM for the three well known QSTBCs (4),
(5), (6), provides interesting insight into individual properties
of these codes. For all three codes, #% denotes the overall
channel gain (also called overall fading factor) with

- |h1|2+‘h2|2+|h3|2+|h4|2 )



indicating a potential system diversity order of four. We ob-
tain for the ABBA code for instance:

h hy hy ha

C[Hy Hy | |-k K -k B
H"ABBA[HM Hi || hs s h b -(10)
R S S

Analyzing the various decoder performances, the Grammian
matrix

1 0 Xappa 0
_yqH 2 0 1 0 Xappa
GABBA—HVABBAHVABBA - X4BBA 0 1 0
0 XasBa 0 1

(11)

is essential for the error performance where X4pp4 is a chan-
nel dependent interference parameter given by:

2Re(hi b5+ hoh})

= . (12)

XaBBA

It is this interference parameter that defines how close such
a matrix is to being orthogonal. For Xspps = 0 perfect or-
thogonality is obtained and G = K21 Per definition Xspps €
[7 1 ) 1] .

For the extended Alamouti code we obtain:

hy ) hy  hg

_ Hy, Hsy | | =5 hy  —hy B
L e T
hy —hs —hy I
1 0 0 XEA
0 1 —X 0
Gpa=H[ H,, =h*| | Xps oo | as
XEA 0 1
and
2Re /’llh* — hzh*
Xpa = % (15)
For the Papadias-Foschini code we obtain:
[ hy h3 ha
I IR T
Hy, = | 2 50 0 2 (16)
—hy —hy by Iy
! 0 Xpr 0
2 0 1 0 —Xpr
. O Xpr O 1
and
2jIm(hThs + hohj
XPF _ J ( 1h2 4>- (18)

3.2 Common Properties of the Virtual Channel Matri-
ces

1. The virtual channel matrix H,, has a block structure very
similar to the corresponding non-orthogonal code matrix
S.

2. If any of the linear transformations explained in Sec-
tion 2.2.2 is worked out in such a way that the quasi-
orthogonal structure of G is not changed, then only the
value of X changes (with the linear transformation).

3. The interference parameter X is responsible for the non-
orthogonality of the code. The closer X is to zero, the
closer is the code to an orthogonal code with G = h’I.

. In all 4 x 4 cases, the Grammian matrix G has the two
pairs of eigenvalues 4?(14X). Due to the channel prop-
erties derived in (9), QSTBCs provide potential full di-
versity [13] (see also Section 4.1).

5. X is bounded by 1, and thus the eigenvalues of G are in

the range of /%[0,2] in the 4 x 4 case.

6. Since X is the only term that changes its value with the
correct linear transformations, only the value of X that
depends on the particular channel realisation influences
directly the performance of the code.

7. The values of X can be designed to be either real valued
or purely imaginary valued.

N

3.3 Code Members with Distinct Performance

As mentioned in Section 2.2.2 the number of QSTBCs is not
easy to find, however, the number of codes that show distinct
behavior on a given wireless channel can be easily derived.
In case of a four transmit diversity scheme, only 12 different
code types exist, due to 12 different values of X (the nega-
tive values of (19, 20) do not count, since they provide the
same performance). The 12 distinct X values are listed be-
low. First, six real values of X with

2Re(hi b5+ hoh})

X = 5
ZRC(h1h§ — hth)

o=
2Re(hyhl + h3hj,

X; = —(lhz‘z M) (19)
2Re(hih — h3h)

o=
2Re (i1 + hohy)

5=
2Re(h1hj — hzhg)

X = —

and furthermore six purely imaginary values of X with

2,jIm(hy I + hal)

X7

h2
2jIm(h1h’3‘ — hth)
Xg 2
2jIm(h i + hsh;
Xo JIm( hg 4) (20)
2jIm(h1h§ — h3/’lz)
X0

h2



2jIm(hihy + hohy)
h2

2jIm(hyhy — hoh3)
h2

Xn =

X, =

exist.

The corresponding QSTBCs are easily found by starting with
an arbitrary QSTBC and applying linear transformations.
Given a wireless channel, these 12 possible variants of X in-
dicate whether the obtained transmission system is close to
an orthogonal one in performance or not.

3.4 Computer Experiments

We simulated the Bit Error Ratio (BER) of 12 code members
with the above defined distinct values for X; as a function of
Ej,/Ny. Note that the subscript i of the code S; corresponds
to the subscript of the X;, (i = 1,2,---,12). In our simula-
tions, we have used a QPSK signal constellation with Gray
coding. The Rayleigh fading channel has been kept constant
during the transmission of each code block but has changed
independently between successive blocks (block fading). At
the receiver side, we have implemented a ZF receiver (Sec-
tion 4.2). Each code was simulated on i.i.d. channels and
on spatially correlated channels (high correlation, p = 0,95)
using the following correlation matrix:

2 3

Lop PP
1 p p
Ry, =Ehh?] = | P GV
P2 p 1 p
p> p* p 1

Consider the 12 different values of X;. The average value of
them can be evaluated as

E[|X1]] p*

E[lX2] = 0

E[X;]] = p

E([Xs] = 0 (22)
E[lXs]] = (1+p*)p/2

E[X|] = (1-p*)p/2

while the absolut values of the imaginary valued X; are all
zero in average. For the case of uncorrelated i.i.d. channels
p = 0 and so are all expectations of |X;|. As Figures 1 and 2
show, the performance of all 12 codes on i.i.d. channels is in-
deed identical. For the strongly correlated channel, however,
the situation is different. For p = 0,95, we have E[|X;|] =
E[|X:]] = 0 and E[|X]] < E[X[] < E[|Xs|] < E[[Xs]]. The
performance of the codes is accordingly. The average values
of E[|X;|] in (22) explain why some codes are better suited to
highly correlated channels than others. Obviously, the code
members two and four with the corresponding values X, and
X4 and the code members with the imaginary values of X,
that are X7 to X, show the best performance since they ap-
proximate in average OSTBCs no matter what the channel
correlation p is. Thus, assuming a linear antenna array with
correlation properties given in (21), codes S;,S4 and Sy to
S, perform best.

The behavior of the QSTBCs in measured indoor MIMO
channels has been investigated in [16, 17] where measure-
ments from [14, 15] were used to simulate the performance
of the channels and to estimate the channel matrices mod-
elled by the well known Kronecker model.
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Figure 1: BER-performance of codes with real values of X
for i.i.d. and highly correlated channels.

=+ 89 corr
-8 S11 corr
—— §7 corr
-6~ S$10 corr
-»- S12corr
- - S8corr
£|-- s8
-6~ S10
- S12
- S11
— S7
—— S9
«]0’4 T L L L L
-10 -5 0 5 10 15 20
Eb/NO

Figure 2: BER-performance of codes with imaginary values
of X for i.i.d. and highly correlated channels.

3.5 The Modal Eigenspace of QSTBCs

The distance properties of STBCs are essentially dependent
on their distance matrices. The distance matrix A; between
two valid code matrices S; and S, is defined as:

Ay = (Sk—Sp)(Sk—Su)". (23)

Good codes should have high rank distance matrices with
determinant values as high as possible. These properties
can be checked by evaluating the eigenvalues of all possible
distance matrices. In [24] it was shown that the EVCM as
well as the code distance matrix (CDM) of the EA code
share the same modal eigenspace presented in the following
theorem:

Theorem 3.1: If H,({IJI and H,(i)l are two different virtual

channel matrices defining a new virtual channel matrix Hy as

done in (13), and S,(QI and S,(i)l are two different space-time

code word matrices defining the corresponding new code Sy,
then the following property for Hy and Sy holds correspond-

ingly:



The Grammian of the EVCM Hj, and any CDM A can
be diagonalized by the channel independent model matrices
V. and Wy, starting with k =2,3, ..

Ag,
Apr, =

k

2~ E=DVvTHEH, v,
27<k71>VZAka

where V; and Wy, are recursively defined by:

_ Vit Wi
Vi = <_Wk1 Vi1 )7

_ Wi Vi
Wi = < Vier =Wiy )7

with the initial values

1 0 0 -1
V1<0 1>andW1<l O)

Since other QSTBCs can be derived by linear transforma-
tions of the EA code, it is expected that this theorem holds for
all QSTBCs, or at least for those with block structure. From
an implementation point of view, we wish to highlight a ben-
eficial property of the recursively defined modal matrices V,
and Wy Their elements take only values from {—1,0,1}.
Thus, the diagonalization of the virtual channel matrix can
be implemented without multipliers. The implications of this
theorem are manyfold and will be pointed out in the follow-
ing sections.

4. RECEIVER ALGORITHMS FOR QSTBCS

Full orthogonal STBCs have the advantageous decoding
property that the inverse of the Grammian matrix G is pro-
portional to the identity matrix. This means that a low-
complexity ZF receiver degenerates to a simple maximum
ratio combiner (MRC) receiver with § = 1/h>Hy and be-
haves exactly as a possibly high-complex ML receiver. With
QSTBCs the hope is that most of the low complexity proper-
ties are preserved [26].

4.1 ML Receiver

Assuming Gray-coded QPSK signal modulation normalized
to unit power, the BER in case of OSTBCs is given by

1 h?
BERQML = Eel‘fC ( 0'2> , (24)

n

where /> now plays the role of a resulting improved fading
factor, providing full diversity.

QSTBCs cannot make use of the full channel diversity
and their BER behavior depends on the eigenvalues of their
CDMs A, as shown in [3]. More importantly, the constant
channel independent modal matrix V (or W) diagonalizes
the CDM Ay, irrespective of the involved code word pairs
and symbol alphabet. Due to this property an extraordinary
tight BER approximation can be analytically calculated as
shown in [27]. The eigenvalues of the CDMs can be calcu-
lated with the properties of Theorem 3.1. As an illustrative

example, the eigenvalues of the CDMs for four transmit an-
tennas (k = 2) are given as

W=7 = |(s1=51)+(sa—=82) P +[(s2—5) — (53—53)
A=A = |(s1=51)—(sa=5a)|*+|(s2—52) +(53—53)

where s; and §; are the corresponding signal elements of two
competing code matrices.

A direct consequence of such specific eigenvalues is that
the maximum rank of most of the CDMs is four but its
minimum is two in some special cases where two signals
terms differ in a very specific way. It can be seen from
the above equations that rank zero is not possible except
all eigenvalues are zero and no symbol error occurs. It is
interesting to observe that a single symbol error results in
a full CDM rank while a two symbol error pattern can lead
to a rank deficient CDM with rank two. As already shown
in [3], the asymptotic slope of the pairwise error probability
(PEP) curves for high signal to noise ratios is determined
by the minimum CDM rank. Thus, some PEP curves have
a slope of only two decades per 10 dB SNR corresponding
to a diversity order 2 and therefore the asymptotic BER
performance curve has a flat slope as can be seen in [27].
However, this slope does not show up at low and medium
SNR of practical interest. In some cases a slope four BER
curve dominates at SNR values of practical interest [27].

Another important aspect in the context of ML receivers
for QSTBC:s is the low complexity preserving property. Due
to the large number of zeros in the Grammian matrix G,
the ML detection can be separated in two halves. Apply-
ing a code alphabet of cardinality P on N7 transmit antennas
does not result in PV7 trials in the search space but only in
2PN7/2 trials which is approximately the square root in com-
plexity [13].

4.2 7F Receiver

ZF receivers are highly appreciated for their low complex-
ity. For large signal alphabets this can be of great advantage,
while for small signal alphabets the ML receiver can compete
in complexity. ZF-decoding of QSTBCs is simply obtained
by

s= (HHY) 'Hy —s+ (HAY)'H'n.  (25)

The matrix inverse can require moderate to high implemen-
tation complexity if the precision of this inversion is high.
In [21] the BER for ZF receiver applying QPSK power nor-
malized signal modulation was shown to be

(1 X|2>> 6

oy

1
BERg zr = Eerfc (

which suffers from a degradation due to the channel interfer-
ence parameter X when compared to ML decoding of OST-
BCs. For the four transmit antenna case it was shown that
this interference term degrades the overall diversity from 4
to 3,2.

4.3 MMSE Receiver

The MMSE receiver behaves similar to the ZF receiver how-
ever with an additional term in the matrix inverse due to the



noise variance:

§ =

(HH" + 621) 'H"y @27)
— (HH" +621) ' HH"s+ (HH” 4+ 61) H'n.

In practice it can be difficult to obtain correct values of 62
But only for correct values a small improvement compared
to ZF can be obtained. Therefore, the MMSE technique is
not used in practice.

5. CAPACITY RESULTS

In [10] it has been shown that 4 x 1 QSTBCs attain most of
the open-loop Shannon capacity and most of the outage ca-
pacity. The ergodic capacity [28] of a general MIMO channel
H is given by

[nax E [log,det (I+pHQH")|b/s/Hz,  (28)

with the normalization E [trace(HH)] = E[h*|Nr = Nr and
p denoting the mean SNR at each receive antenna. Utilizing
a QSTBC, we obtain the EVCM H,, instead and the maxi-
mum capacity reads [29]:

1
Crax = (glgagoN—TE [log, det (I+pH,QHY)] b/s/Hz.

(29)
While precoding methods (see Section 6.2.2) take advan-
tage of finding optimal or suboptimal precoding matrices
Q, simple and explicit capacity formulas are not obtained
easily. In [29] the mean mutual information of the struc-
tured channel with EVCM H,, was computed instead as (for
Nr =2,4,8)

_ 1
Iy, = N—TE [log, det (I+pH,HY)]

1 2\ 2 2

with E;(x) denoting the exponential integral. Given i.i.d.
channels, the pdf of the eigenvalues of H,H are known [13]
and thus the mean mutual information can be computed.
Note that (30) indicates that the mean mutual information
is independent of the number N7 of transmit antennas. How-
ever, also in [13] it is shown, that the outage capacity im-
proves with growing number Nr.

6. IMPROVED DIVERSITY TECHNIQUES FOR
QSTBCS

6.1 Symbol Rotation

Applying QPSK in a transmission scheme with a four fold
transmit diversity, in total, 4* (44 — 1) = 65280 error events
may occur. Out of all these error events only 2080 events cor-
respond to a rank two distance matrix leading to an effective
diversity loss even in case of an ML detector. An efficient
way to avoid this rank deficiency in distance matrices has
been found in an additional rotation of specific symbols used
in the QSTBC [11, 30, 31, 32]. For example, by rotating the
symbols {s;,54} in the EA-code by e/, while {s|,s3} re-
main unchanged, this diversity loss can be avoided to a large
extent [11]. An optimal rotation strategy for a wider class of
transmit diversity schemes has been proposed in [29].

6.2 Closed Loop Systems

The use of channel feedback from the receiver to the trans-
mitter is standard in wireline communications. The knowl-
edge of the channel at the transmitter would produce benefits
for wireless communications as well. OSTBCs and QSTBCs
are designed assuming that the transmitter has no knowledge
about the channel. However in some applications, the trans-
mitter can exploit channel state information (CSI) to improve
the overall performance of the system, especially in case of
spatially correlated channels [14, 15, 25]. If the channel is
known at the transmitter, it is optimal to use transmit beam-
forming [33]-[35]. Research on block codes with partial
feedback is beginning to gain more attention [36]-[39].
Partial feedback information can correspond to a quantized
channel estimate [36], or to a matrix index in a finite set of
precoder matrices [37],[39], to antenna selection [46]-[49]
or to code selection [38]-[41]. Each of these partial feedback
options returns a limited number of channel information bits
from the receiver to the transmitter.

6.2.1 Code Selection

A very simple but clever coding scheme was presented
in [38] where new block codes using feedback are described
in detail. There, code orthogonality is preserved such
that a simple matched filter (MF) receiver can be used
for optimal detection. Selecting one of two code matrices
at the transmitter leads to full diversity and some coding
gain. However, if synchronization between transmitter and
receiver based on the feedback information is erroneous,
or the feedback information at the receiver is decoded
incorrectly this concept looses diversity.

In [40], [41] we presented an even simpler version of

code selection in combination with QSTBCs. The receiver
returns one or two feedback bits per fading block and, de-
pending on the number of returned bits, the transmitter
switches between two or four QSTBCs to minimize the chan-
nel dependent interference parameter X. In this way full di-
versity and nearly full-orthogonality can be achieved with
an ML receiver as well as with a simple ZF receiver. This
method can be applied to any number of transmit antennas
without increasing the required number of feedback bits as
shown in [41]. In [17, 42], where our simulations have been
based on correlated MIMO channels and MIMO indoor mea-
sured channels, we have shown that QSTBCs with our simple
feedback scheme are robust against channel variations, and
that they perform very well even on highly correlated chan-
nels.
In [43] a flexible and scalable testbed for the implementa-
tion and evaluation of signal processing algorithms for 4 x 4
MIMO systems is described. Using the MIMO testbed, the
capabilities of QSTBCs can be demonstrated by real-time ex-
periments. Applying the feedback scheme from [18, 40, 41]
we compare simulated and real-time measured BER perfor-
mance of the EAC (5) in Fig. 3. The results are compared
with ideal two- and four-path diversity transmissions [13].
Obviously a substantial improvement of the BER can be
achieved by sending back only a small amount of informa-
tion about the channel state. The results in Fig. 3 show that
the measured BER curves match very well with the simu-
lated results. These results prove the enormous potential of
the QSTBCs.
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Figure 3: BER-performance for ML decoded EAC, measured
and simulated.

6.2.2 Precoding Methods

Starting from the capacity formula in (29) it is relatively sim-
ple to perform precoding methods by applying a precoding
matrix Q. The most relevant method is water filling where
the capacity is maximized based on the analytical knowledge
of the eigenvalues of the EVCM. The resulting capacity uti-
lizing water filling is given as

Cmax.wf = 210g2 (plc ) (3])

with ¢ being a normalization factor such that tr(Q) = Q,, [28].

A second method approaching maximal capacity is
beam-forming. As already mentioned above, the eigenvalues
of the distance matrices and the eigenvalues of the equivalent
channel matrices appear in pairs. In the case of four trans-
mit antennas they resultin A; = A, = h>(1 —X), A3 = A4 =
h?(1+X). (see [11, 13]). Transmitting with QSTBCs, the
eigenvectors of the equivalent channel matrices are known
in advance, and even more important, they do not depend of
the instantaneous channel gain values h;. Therefore, addi-
tional beamforming which has proven especially valuable in
the low SNR range can be easily applied. In contrast to the
common practice, where the beam is directed only in the di-
rection corresponding to Ayax, applying QSTBCs one should
always transmit at least into two directions, since with QST-
BCs the largest eigenvalues always appear in a pair.

Other precoding techniques typically improve the system
diversity or more or less directly the BER by channel depen-
dent linear precoders for STBCs [39, 44, 45]. In [39] the pre-
coder minimizes the bound on the conditional error probabil-
ity with very low rate feedback. In [44] the design of a linear
precoder for OSTBC in spatially correlated, quasi-static, flat
fading channels with knowledge of the channel covariance at
the transmitter is based on minimizing the probability of de-
coding error. A linear precoder for QSTBCs was presented
in [45]. It compensates antenna correlation and minimizes
the average pairwise error probability. In this case the exact
knowledge of the long-term characteristics of the channel,

that is the channel correlation matrix, is required at the trans-
mitter.

6.2.3 QSTBCs with Antenna Selection

In order to reduce the implementation complexity of MIMO
systems (e.g. the high number of radio-frequency (RF)
chains on both link ends) channel adaptive antenna selec-
tion (CAAS) at the transmitter and/or at the receiver side has
been proposed in [46]-[49], where only a subset of “best”
antennas is used for transmitting the data. CAAS was first
combined with OSTBCs in [46, 47]. In [46], the transmit
selection criterion was based on maximization of the Frobe-
nius norm of the channel transfer matrix. It has been shown
that this scheme achieves full diversity, as if all the transmit
antennas were used.

In [48, 49] transmit and receive CAAS with QSTBC for four
transmit antennas and using a ZF receiver has been proposed.
The selection criterion is based on the analytic exgression for
the BER given in (26) and minimizes the term /*(1 — |X|?).
This criterion maximizes diversity, and at the same time min-
imizes the channel dependent interference parameter X [49].

6.3 More Receive Antennas

So far we only considered one receive antenna. However,
using QSTBCs at the transmitter, decoding techniques can
easily be extended to more, say Ng, receive antennas. Denot-
ing the various receive signals as y;, with i = 1,2, ..Ng, these
signals can be combined to
Ng Ng

Hiy, =Y HIH;s + Hin;, (32)
i=1 i=1

r =

leading to a new Grammian matrix G = Zg\fl G; =

Z?El HIH H; with the same sparse structure as before. How-
ever, the degrees of freedom in X are increased. This in turn
leads to pdfs of X better concentrated around zero. Asymp-
totically, it can be shown that for Ng — oo, X — 0 with proba-
bility one and the transmission appears perfectly orthogonal.
In practice such behavior is observed much earlier. In [26] it
was shown that for ZF techniques and four receive antennas
already a diversity factor 16 and for Nz = 16 even a diversity
factor 64 is obtained.

7. CONCLUSIONS

In this tutorial we presented a unified view of the various
QSTBCs presented in the literature up to now. We explained
the high potential of these codes in some detail and discussed
some interesting extensions to improve diversity and coding
gain or to reduce the implementation complexity. In sum-
mary QSTBCs is a promising technique to be used exten-
sively in future wireless communication systems.
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