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ABSTRACT 

We consider the problem of providing highly accurate time 
delay or ranging estimates in bandwidth limited communica-
tion systems. Prior research has shown that the variance of 
the time delay estimation error in white Gaussian noise is 
inversely proportional to the time duration of a power lim-
ited probe signal and the square of its mean square band-
width. To achieve higher resolution, we describe a new ap-
proach that synthetically generates a wider bandwidth prob-
ing signal using several signals with low bandwidth and 
processing their returns appropriately at the receiver. The 
lower bandwidth signals are the outputs of a full tree uni-
form multirate decomposition of a large bandwidth virtual 
probing signal. We show that by properly combining the 
returns corresponding to these low bandwidth signals, we 
effectively synthesize the return corresponding to the virtual 
large bandwidth signal. We also show that the approach is 
robust to oscillator phase mismatches that occur when 
switching from one sub-signal to another and yields superior 
performance when compared to traditional techniques.  

 

1. INTRODUCTION  

Signals that provide high time resolution are often used in 
communication systems for different purposes e.g. timing, 
synchronization, ranging and location awareness.  Ranging 
or location awareness is a desirable feature in wireless net-
works, with applications ranging from military to safety, 
emergency (E911) and robotics [1]. Of particular interest to 
us in this paper, is designing high time resolution signals for 
wireless personal area (WPAN) networks within the emerg-
ing IEEE 802.15.3 standard and the 802.15.4a study group.  
 
Range estimation has received considerable attention in ra-
dar and sonar applications (for example see [2,3] and refer-
ences there in). Ranging is equivalent to estimating the time 
of arrival of a known signal with a narrow correlation func-
tion. It is well known that the time resolution, and therefore 
range estimation, in any system is inversely proportional to 
its bandwidth. Hence, the system bandwidth puts a limit on 
the accuracy of delay estimation. This limit is quantified by 
bounds on the variance of estimation error like Cramer-Rao 
lower bound (CRLB) [2] which shows that  the error vari-
ance is inversely proportional to the duration of a finite 
power  probing signal and the square of its bandwidth.  

In some communication systems the desired accuracy can-
not be achieved with a single transmission because of lim-
ited bandwidth and power. One example is the multi-band 
communication systems that recently have been proposed 
for ultra wideband (UWB) transmission. In particular, one of 
the leading proposals for IEEE 802.15.3a, the multi-band 
OFDM (MB-OFDM), is a multi-band system [4]. In multi-
band systems, the whole bandwidth is divided into several 
sub-bands. In each time interval, a signal is transmitted over 
only one of the sub-bands. The system then switches to an-
other sub-band to send another signal. Therefore, in any 
time interval we can send a signal with a bandwidth equal to 
that of a single sub-band. This would appear to decrease the 
achievable time resolution, which is normally touted as a 
desirable feature of UWB systems. The traditional technique 
in these cases is averaging multiple receptions from multiple 
transmissions to reduce the effect of noise, or equivalently 
lengthening the observation time. This technique provides 
an estimate error variance inversely proportional to the 
number of transmissions as noted above.    
 
In this paper we describe a new scheme that uses multiple 
transmissions and leads to a time delay estimate with a vari-
ance inversely proportional to the square of the number of 
transmissions. To achieve this performance, we first prop-
erly design several sub-signals. Then, we transmit these sig-
nals in several time slots and combine the corresponding 
receptions at the receiver to generate a delayed version of a 
virtual large bandwidth signal. We then estimate the time 
delay from this large bandwidth signal. We show that the 
bandwidth of the virtual signal is equal to the number of 
original sub-signals multiplied by the bandwidth of each of 
them. Thus the variance of the delay estimate is inversely 
proportional to the square of the bandwidth of the combined 
signal or equivalently to the square of the number of trans-
missions.  
 
The new scheme can be used to enhance the delay estimation 
accuracy both in single band and multi-band systems. The 
designed sub-signals can be transmitted in different time slots 
in single band systems and in different time-frequency slots 
in a multi-band system with possible band reuse. Note that 
another scheme for multi-band systems has been proposed in 
[5]. That scheme provides accuracy inversely proportional to 
the square of the number of sub-bands used for transmission 
as well. That scheme is based on sending the same signal in 
different bands and exploiting the relationship between the 
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centre frequencies of different sub-bands to coherently com-
bine and process the received signals. It can be used only in 
multi-band systems and with a number of transmission less 
than or equal to the number of sub-bands. It is also very sen-
sitive to phase error when switching from one band to an-
other and requires coherent band hopping. In contrast, we 
show here with simulations that the proposed scheme is 
much less sensitive to oscillator phase mismatch between 
transmissions.  

2. DELAY ESTIMATION 

2.1 Signal design for delay estimation 

The maximum likelihood (ML) estimate of a delay is com-
puted by correlating the delayed signal with a copy of the 
original signal and declaring the time at which the maximum 
output occurs as the estimate of the delay [2]. To achieve 
best resolution, the signal should have a narrow autocorrela-
tion function. In digital communication systems, a pseudo 
random (PN) sequence is used for delay and range estima-
tion to provide a narrow autocorrelation function. Obvi-
ously, the system bandwidth puts a limit on the resolution of 
the delay estimation as noted above. In the remainder of this 
paper, we will discuss time resolution in a discrete time set-
ting. This is easily done by noting that in a system with a 
two-sided bandwidth w, the input and received signals can 
be sampled at Nyquist rate of w with no loss of information. 
Delay estimation can be performed in discrete time provid-
ing a resolution of one sample or equivalently 1/w seconds 
in the continuous time domain. 

2.2 Delay Estimation Accuracy  

The accuracy of delay estimation in different situations was 
studied in late 70s and early 80s (see for example [2,6]). The 
most common expression of delay estimation accuracy is 
given by Cramer-Rao lower bound (CRLB) for the variance 
of the estimation error. For the simple case where the re-
ceived signal can be modelled as: 

 
 ( ) ( ) ( )r t s t n tτ= − +  (1) 

 
where ( )s t  is a known signal and τ is unknown delay to be 

estimated, the CRLB is given by [2]: 
 
 2 2

0 0ˆvar( ) 1/ ( / 2 ). 1/ ( / 2 ). .s sE N w PT N wτ ⎡ ⎤ ⎡ ⎤≥ =⎣ ⎦ ⎣ ⎦  (2) 

 
In the above equation, Es, Ps and T are the energy, power and 
time duration of ( )s t respectively. The additive white Gaus-

sian noise (AWGN), ( )n t , has a density 
0 / 2N . The vari-

able w is its mean square bandwidth and is defined as [2]: 
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where S(ω) is the Fourier transform of ( )s t . This bound is 

achievable by the ML estimator only at high signal to noise 
ratios (SNR). For low or middle SNR regimes other bounds 
are tighter [6].  

2.3 Delay estimation in Multi-band systems 

Equation (2) shows that the variance of the estimation error 
is inversely proportional to the square of the bandwidth of 
the system w. In a multi-band system the whole available 
bandwidth w is divided into N sub-bands, each with a band-
width of w/N.  In a given time interval only a signal with 
bandwidth of w/N can be transmitted over one of the sub-
bands. Then, for any signal transmission the time estimation 

error variance will be proportional to 21/( / )w N .  Fur-

thermore, the resolution is equal to N/w.  By transmitting M 
signals in a system that is power limited, or where the en-
ergy of any given transmission is limited, we can reduce the 
variance of the estimation error by a factor of M as indicated 
by (2). Specifically, if we denote by ws = w/N, the CRLB in 
this case becomes 

 
2 2

0ˆ ˆvar( ) var( ) / 1/ ( / 2 ). .ave s sM E N w Mτ τ ⎡ ⎤= ≈ ⎣ ⎦  

     (4) 

3. DELAY ESTIMATION WITH MULTIPLE TIME 
SLOTS 

3.1 New scheme for better delay estimation with multi-
ple time slots 

Let us now describe a new scheme for delay estimation with 
multiple receptions that provides better performance than 
traditional techniques. Our goal is to design a scheme that 
uses M time-frequency slots and achieve accuracy propor-

tional to 21/ M   rather than 1/ M as in the traditional ap-
proach. In this scheme, we begin by properly designing M 
sub-signals, each with a bandwidth equal to the available 
bandwidth ws. We then transmit these signals in M available 
time slots. At the receiver we combine the received signals 
before processing them to estimate the delay. In fact, we 
show that if the original sub-signals are designed properly 
and the channel does not change during the entire transmis-
sion, the combined virtual signal has an effective bandwidth 
of Mws and the CRLB for estimation error variance is then 
equal to: 
 

 ( )22
0ˆvar( ) 1/ ( / 2 ).

ˆ                   var( ) / .

combined s s

ave

E N Mw

M

τ

τ

⎡ ⎤≈ ⎣ ⎦
=

 (5) 

 

In other words we can achieve a resolution of 1/( )sMw . 

3.2 Signal design for new scheme 

To explain the concept behind our approach, consider M 
time-frequency slots each with bandwidth of ws. To design 
the proper scheme we start with a traditional PN sequence 
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c(n) with equivalent bandwidth of M ws. Since the signal has 
a bandwidth of M ws, then the resolution of the delay estima-
tion will be 1/ M ws. For simplicity of exposition, assume 
that the signal passes through a channel with delay equal to 

0 /( )sn Mwτ = . The digital equivalent of this system is 

presented in Fig. 1. 
 

 
Figure 1:  Simple delay estimation set up 

 
The original signal c(n) cannot be used directly in the sys-
tem since in any time slot only a bandwidth of ws is avail-
able. Now, suppose that we decompose c(n) into M signals 
ci(n, each with bandwidth of ws , using a full tree uniform 
multirate decomposition filter band and follow the decom-
position by a perfect reconstruction filter bank [7] as shown 
in Fig. 2.  Obviously, the overall system remains unchanged, 
i.e., Figs. 1 and 2 are equivalent. Notice that the sub-signals 
ci(n),  i=0, M-1 each have an equivalent bandwidth equal to 
ws and can be transmitted in one of the available time slots. 
 
Now observe that we can move the delay 0nz− to the left of 
the upsamplers, as shown in Fig. 3. The resulting delays 

0 /n Mz− are not realizable using simple shift registers and can-
not be accurately estimated using the output of any single 
branch unless we use a very long observation time as dis-
cussed above. However, they do provide an exact discrete 
time model of the continuous time delay channel with delay 
τ  at the sampling rate ws [8, p. 100]. In other words, the 
discrete time equivalent model corresponding to a signal of 
bandwidth ws going through a channel with a single delay τ 
is 0 /n Mz− .  
 
Assuming that the channel remains constant during the 
transmission time of the M signals ci(n), Fig. 3 therefore 
indicates that we can actually transmit the signals ci(n) in 
different time slots, collect the receptions corresponding to 
each signal, bring each to baseband, upsample each recep-
tion and pass it through the appropriate reconstruction filter 
and combine all the filterbank outputs to synthesize the re-
ception due to the virtual signal c(n). This is shown in Fig. 4. 
The synthesized signal can then be processed as usual to 
provide a fine time delay estimate with an error variance 
inversely proportional to M2.   
 
Note that in Fig. 4 the filters Gi(z) represent the digital 
equivalent channels for each transmission and capture the 
effects of the transmitter pulse shaping filter, the actual 
channel and the receiver front end filters. In other word the 
impulse response of the equivalent channel is equal to: 

 

0n̂c(n) 
0nz−  

c(n-n0) correlation 
with c(n) 

c(n) 

MH0(z) 

HM-1(z) 

c(n-n0)

F0(z)

FM-1(z)

M

M M

Figure 2: An equivalent to the system in Fig. 1  
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Figure 3: An equivalent to the system in Fig. 2  
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g n t h t t
=

⎡ ⎤= Φ ⊗ ⊗Φ⎣ ⎦  (6) 

where ( )i
t tΦ  is the transmitter filter impulse response, 

( )ih t is the impulse response of the low-pass equivalent of 

actual channel in ith sub-band, ( )i
r tΦ is the receiver filter 

impulse response and ⊗ shows convolution operation. We 
assume that the shaping pulse is a Nyquist pulse or that the 
channel is equalized such that the equivalent digital channel 
can be modelled as a pure time delay as in Figs 2-3 above. 
 

4. SIMULATION RESULTS 

 
In this section we provide simulation results to compare the 
performance of proposed scheme with other schemes. In 
these simulations we used the PN sequence used as the pre-
amble in the multi-band OFDM system for delay estimation 
[4]. In Fig. 5 we plotted the variance of normalized error 
versus signal to noise ratio (SNR) for both an averaging 
scheme that averages M receptions, and the new scheme 
presented in this paper. The number of transmissions is as-
sumed to be M=4.  This figures shows that in the high SNR 
regime, where the CRLB is a tight bound, the new scheme 
outperforms the averaging method as expected from equa-
tions (4) and (5). However, in the low SNR regime the 
CRLB is not valid and simulation results show that the aver-
aging scheme has better performance.  
 
We conclude by comparing the performance of the proposed 
scheme with that described in [5] in the presence of the 
phase mismatches that occur when the system switches from 
one sub-band to another. In the scheme of [5], the same sig-
nal is sent in each sub-band. After sampling the output of the 
matched filter at the receiver, the outputs of sub-bands are 
aligned and a fast Fourier Transform (FFT) is applied in 
each time bin along the sub-band index to get a time resolu-
tion proportional to the inverse of the total bandwidth. We 
compare the performance of the two systems. In Fig. 6 the 
error rate is plotted versus signal to noise ratio (SNR) as-
suming a random phase in each transition. The simulation 
shows that the scheme proposed in this paper is more robust 
to phase errors than the FFT method. 
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Figure 5: Variance of normalized error versus SNR for both 
averaging and recomposition schemes for M=4. 

 
 

 
 
Figure 6: Delay estimation error rate for FFT and wavelet 
methods with random phase mismatch 

644


	Index
	EUSIPCO 2004 Home Page
	Conference Info
	Exhibition
	Welcome message
	Venue access
	Special issues
	Social programme
	On-site activities
	Committees
	Sponsors

	Sessions
	Tuesday 7.9.2004
	TueAmPS1-Coding and Signal Processing for Multiple-Ante ...
	TueAmSS1-Applications of Acoustic Echo Control
	TueAmOR1-Blind Equalization
	TueAmOR2-Image Pyramids and Wavelets
	TueAmOR3-Nonlinear Signals and Systems
	TueAmOR4-Signal Reconstruction
	TueAmPO1-Filter Design
	TueAmPO2-Multiuser and CDMA Communications
	TuePmSS1-Large Random Matrices in Digital Communication ...
	TuePmSS2-Algebraic Methods for Blind Signal Separation  ...
	TuePmOR1-Detection
	TuePmOR2-Image Processing and Transmission
	TuePmOR3-Motion Estimation and Object Tracking
	TuePmPO1-Signal Processing Techniques
	TuePmPO2-Speech, Speaker, and Emotion Recognition
	TuePmSS3-Statistical Shape Analysis and Modelling
	TuePmOR4-Source Separation
	TuePmOR5-Adaptive Algorithms for Echo Compensation
	TuePmOR6-Multidimensional Systems and Signal Processing
	TuePmPO3-Channel Estimation, Equalization, and Modellin ...
	TuePmPO4-Image Restoration, Noise Removal, and Deblur

	Wednesday 8.9.2004
	WedAmPS1-Brain-Computer Interface - State of the Art an ...
	WedAmSS1-Performance Limits and Signal Design for MIMO  ...
	WedAmOR1-Signal Processing Implementations and Applicat ...
	WedAmOR2-Continuous Speech Recognition
	WedAmOR3-Image Filtering and Enhancement
	WedAmOR4-Machine Learning for Signal Processing
	WedAmPO1-Parameter Estimation: Methods and Applications
	WedAmPO2-Video Coding and Multimedia Communications
	WedAmSS2-Prototyping for MIMO Systems
	WedAmOR5-Adaptive Filters I
	WedAmOR6-Speech Analysis
	WedAmOR7-Pattern Recognition, Classification, and Featu ...
	WedAmOR8-Signal Processing Applications in Geophysics a ...
	WedAmPO3-Statistical Signal and Array Processing
	WedAmPO4-Signal Processing Algorithms for Communication ...
	WedPmSS1-Monte Carlo Methods for Signal Processing
	WedPmSS2-Robust Transmission of Multimedia Content
	WedPmOR1-Carrier and Phase Recovery
	WedPmOR2-Active Noise Control
	WedPmOR3-Image Segmentation
	WedPmPO1-Design, Implementation, and Applications of Di ...
	WedPmPO2-Speech Analysis and Synthesis
	WedPmSS3-Content Understanding and Knowledge Modelling  ...
	WedPmSS4-Poissonian Models for Signal and Image Process ...
	WedPmOR4-Performance of Communication Systems
	WedPmOR5-Signal Processing Applications
	WedPmOR6-Source Localization and Tracking
	WedPmPO3-Image Analysis
	WedPmPO4-Wavelet and Time-Frequency Signal Processing

	Thursday 9.9.2004
	ThuAmSS1-Maximum Usage of the Twisted Pair Copper Plant
	ThuAmSS2-Biometric Fusion
	ThuAmOR1-Filter Bank Design
	ThuAmOR2-Parameter, Spectrum, and Mode Estimation
	ThuAmOR3-Music Recognition
	ThuAmPO1-Image Coding and Visual Quality
	ThuAmPO2-Implementation Aspects in Signal Processing
	ThuAmSS3-Audio Signal Processing and Virtual Acoustics
	ThuAmSS4-Advances in Biometric Authentication and Recog ...
	ThuAmOR4-Decimation and Interpolation
	ThuAmOR5-Statistical Signal Modelling
	ThuAmOR6-Speech Enhancement and Restoration I
	ThuAmPO3-Image and Video Watermarking
	ThuAmPO4-FFT and DCT Realization
	ThuPmSS1-Information Transfer in Receivers for Concaten ...
	ThuPmSS2-New Directions in Time-Frequency Signal Proces ...
	ThuPmOR1-Adaptive Filters II
	ThuPmOR2-Pattern Recognition
	ThuPmOR3-Rapid Prototyping
	ThuPmPO1-Speech/Audio Coding and Watermarking
	ThuPmPO2-Independent Component Analysis, Blind Source S ...
	ThuPmSS3-Affine Covariant Regions for Object Recognitio ...
	ThuPmOR4-Source Coding and Data Compression
	ThuPmOR5-Augmented and Virtual 3D Audio
	ThuPmOR6-Instantaneous Frequency and Nonstationary Spec ...
	ThuPmPO3-Adaptive Filters III
	ThuPmPO4-MIMO and Space-Time Communications

	Friday 10.9.2004
	FriAmPS1-Getting to Grips with 3D Modelling
	FriAmSS1-Nonlinear Signal and Image Processing
	FriAmOR1-System Identification
	FriAmOR2-xDSL and DMT Systems
	FriAmOR3-Speech Enhancement and Restoration II
	FriAmOR4-Video Coding
	FriAmPO1-Loudspeaker and Microphone Array Signal Proces ...
	FriAmPO2-FPGA and SoC Realizations
	FriAmSS2-Nonlinear Speech Processing
	FriAmOR5-OFDM and MC-CDMA Systems
	FriAmOR6-Generic Audio Recognition
	FriAmOR7-Image Representation and Modelling
	FriAmOR8-Radar and Sonar
	FriAmPO3-Spectrum, Frequency, and DOA Estimation
	FriAmPO4-Biomedical Signal Processing
	FriPmSS1-DSP Applications in Advanced Radio Communicati ...
	FriPmOR1-Array Processing
	FriPmOR2-Sinusoidal Models for Music and Speech
	FriPmOR3-Recognizing Faces
	FriPmOR4-Video Indexing and Content Access


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö

	Papers
	All papers
	Papers by Sessions
	Papers by Topics

	Topics
	1. DIGITAL SIGNAL PROCESSING
	1.1 Filter design and structures
	1.2 Fast algorithms
	1.3 Multirate filtering and filter banks
	1.4 Signal reconstruction
	1.5 Adaptive filters
	1.6 Sampling, Interpolation, and Extrapolation
	1.7 Other
	2. STATISTICAL SIGNAL AND ARRAY PROCESSING
	2.1 Spectral estimation
	2.2 Higher order statistics
	2.3 Array signal processing
	2.4 Statistical signal analysis
	2.5 Parameter estimation
	2.6 Detection
	2.7 Signal and system modeling
	2.8 System identification
	2.9 Cyclostationary signal analysis
	2.10 Source localization and separation
	2.11 Bayesian methods
	2.12 Beamforming, DOA estimation, and space-time adapti ...
	2.13 Multichannel signal processing
	2.14 Other
	3. SIGNAL PROCESSING FOR COMMUNICATIONS
	3.1 Signal coding, compression, and quantization
	3.2 Modulation, encoding, and multiplexing
	3.3 Channel modeling, estimation, and equalization
	3.4 Joint source - channel coding
	3.5 Multiuser communications
	3.6 Multicarrier systems
	3.7 Spread-spectrum systems and interference suppressio ...
	3.8 Performance analysis, optimization, and limits
	3.9 Broadband networks and subscriber loops
	3.10 Application-specific systems and implementations
	3.11 MIMO and Space-Time Processing
	3.12 Synchronization
	3.13 Cross-Layer Design
	3.14 Ultrawideband
	3.15 Other
	4. SPEECH PROCESSING
	4.1 Speech production and perception
	4.2 Speech analysis
	4.3 Speech synthesis
	4.4 Speech coding
	4.5 Speech enhancement and noise reduction
	4.6 Isolated word recognition and word spotting
	4.7 Continuous speech recognition
	4.8 Spoken language systems and dialog
	4.9 Speaker recognition and language identification
	4.10 Other
	5. AUDIO AND ELECTROACOUSTICS
	5.1 Active noise control and reduction
	5.2 Echo cancellation
	5.3 Psychoacoustics
	5.5 Audio coding
	5.6 Signal processing for music
	5.7 Binaural systems
	5.8 Augmented and virtual 3D audio
	5.9 Loudspeaker and Microphone Array Signal Processing
	5.10 Other
	6. IMAGE AND MULTIDIMENSIONAL SIGNAL PROCESSING
	6.1 Image coding
	6.2 Computed imaging (SAR, CAT, MRI, ultrasound)
	6.3 Geophysical and seismic processing
	6.4 Image analysis and segmentation
	6.5 Image filtering, restoration and enhancement
	6.6 Image representation and modeling
	6.7 Digital transforms
	6.9 Multidimensional systems and signal processing
	6.10 Machine vision
	6.11 Pattern Recognition
	6.12 Digital Watermarking
	6.13 Image formation and computed imaging
	6.14 Image scanning, display and printing
	6.15 Other
	7. DSP IMPLEMENTATIONS, RAPID PROTOTYPING, AND TOOLS FO ...
	7.1 Architectures and VLSI hardware
	7.2 Programmable signal processors
	7.3 Algorithms and applications mappings
	7.4 Design methodology and rapid prototyping
	7.6 Fast algorithms
	7.7 Other
	8. SIGNAL PROCESSING APPLICATIONS
	8.1 Radar
	8.2 Sonar
	8.3 Biomedical processing
	8.4 Geophysical signal processing
	8.5 Underwater signal processing
	8.6 Sensing
	8.7 Robotics
	8.8 Astronomy
	8.9 Other
	9. VIDEO AND MULTIMEDIA SIGNAL PROCESSING
	9.1 Signal processing for media integration
	9.2 Components and technologies for multimedia systems
	9.4 Multimedia databases and file systems
	9.5 Multimedia communication and networking
	9.7 Applications
	9.8 Standards and related issues
	9.9 Video coding and transmission
	9.10 Video analysis and filtering
	9.11 Image and video indexing and retrieval
	10. NONLINEAR SIGNAL PROCESSING AND COMPUTATIONAL INTEL ...
	10.1 Nonlinear signals and systems
	10.2 Higher-order statistics and Volterra systems
	10.3 Information theory and chaos theory for signal pro ...
	10.4 Neural networks, models, and systems
	10.5 Pattern recognition
	10.6 Machine learning
	10.9 Independent component analysis and source separati ...
	10.10 Multisensor data fusion
	10.11 Other
	11. WAVELET AND TIME-FREQUENCY SIGNAL PROCESSING
	11.1 Wavelet Theory
	11.2 Gabor Theory
	11.3 Harmonic Analysis
	11.4 Nonstationary Statistical Signal Processing
	11.5 Time-Varying Filters
	11.6 Instantaneous Frequency Estimation
	11.7 Other
	12. SIGNAL PROCESSING EDUCATION AND TRAINING
	13. EMERGING TECHNOLOGIES

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	About
	Current paper
	Presentation session
	Abstract
	Authors
	Ebrahim Saberinia
	Ahmed Tewfik



