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Abstract— A memoryless linear precoder is designed for space-time
block codes (STBC) for quasi static non-frequency selective correlated
Rayleigh fading multiple-input multiple-output (MIMO) channels. The
precoder is designed to minimize a symbol error-based metric as function
of the joint transmit-receiver channel correlation coefficients which are
supposed to be fed back to the transmitter. The correlation may or
may not follow the Kronecker structure. We demonstrate in particular
the impact of the precoder on receive correlated channels when the
Kronecker model does not hold. A numerical optimization method is
proposed that can be used for invertible correlation matrices. Monte
Carlo simulations show that the proposed precoder outperforms a system
not having a precoder for highly correlated channels.

I. INTRODUCTION

In the area of efficient communications over non-reciprocal MIMO
channels, recent research has demonstrated the value of feeding back
to the transmitter information about channel state observed at the
receiver. Clearly, the type of feedback may vary largely, depending on
its nature, e.g., required rate, instantaneous, or statistical channel state
information (CSI), leading to various transmitter design schemes,
e.g., [1], [2], [3]. Among those, there has been a growing interest in
transmitter schemes that can exploit low-rate long-term statistical CSI
in the form of antenna correlation coefficients. So far, emphasis has
been on designing precoders for space-time block coded (STBC) [2]
signals or spatially multiplexed streams that are adjusted based on
the knowledge of the transmit correlation only while the receiving
antennas are uncorrelated [4], [5], [6], [7]. These techniques are well
suited to downlink situation where an elevated access point (situated
above the surrounding clutter) transmits to a subscriber placed in a
rich scattering environment. However, to the best of our knowledge,
the corresponding uplink case has not been addressed before nor the
case where both transmit and receive antennas exhibit correlation,
except to some extent in [3] where the instantaneous channel state
side information feedback case is treated. Although simple models
exist for the joint transmit receiver correlation based on the well
known Kronecker structure [2], the accuracy of these models has
recently been questioned in the literature based on measurement cam-
paigns [8]. Therefore, there is interest in investigating the precoding
of STBC signals for MIMO channels that do not necessarily follow
the Kronecker structure.

In this paper, we address the problem of linear precoding of STBC
signals launched over a jointly transmit-receive correlated MIMO
channel. Our contributions are three fold:

1) We propose a technique reminiscent of [4] in that we minimize
certain bounds on the pair-wise error probability (PEP) of the
STBC signal, where the choice of the STBC is given in advance.
The precoder is obtained via an iterative algorithm which uses
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Fig. 1. Block model of the linear precoded STBC MIMO system.

the knowledge of the full transmit-receive correlation, regardless
of whether the Kronecker structure is valid or not.

2) We show that in the case that correlation happens to be Kro-
necker based, and the transmit antennas are uncorrelated, then
the receive antenna correlation does not have any impact on
the precoder design for STBC signals. In contrast, we point
out that if the transmit antennas are correlated, then the receive
correlation does play a role in the precoder design.

3) Finally, we exhibit intuitive, closed-form solutions for the pre-
coder in the special case where only the receive antennas are
correlated yet the Kronecker structure does not hold. We give a
practical example for this situation.

We measure the bit error rate (BER) versus signal to noise ratio (SNR)
system performance by Monte Carlo simulations over correlated non-
frequency selective Rayleigh fading channels and provide additional
perspectives.

II. SYSTEM DESCRIPTION

A. STBC Signal Model

Figure 1 shows the block MIMO system model with Mt and Mr

transmitter and receiver antennas, respectively. The original bits sent
from the transmitter are denoted bi and the decoded bits b̂i. We
consider the problem of linearly precoding signals originating from a
space-time block encoder with codeword matrix of size B×N where
B and N are the space and time dimension, respectively, and where
the codewords are mapped from the input bits in some unspecified
way.

A codeword S(n) is formed by N successive code vectors s(k)

S(n) = [s(Nn) s(Nn − 1) · · · s(Nn − N + 1)] , (1)

where it is assumed with little loss of generality1 that

E
[
S(n)SH(n)

]
= κIB , (2)

where κ is a positive constant given by the STBC used.
Before each code vector is launched into the channel, it is precoded

with a memoryless matrix F of size Mt ×B, so the Mr × 1 receive
signal model becomes

x(n) = HF s(n) + v(n), (3)

where the additive noise on the channel v(n) is complex Gaussian cir-
cularly distributed with independent components having variance σ2.

1This assumption is exact for orthogonal block codes.
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B. Correlated Channel Models

A quasi-static non-frequency selective correlated Rayleigh fading
channel model [2] is assumed. Let R be the general MtMr×MtMr

positive definite autocorrelation matrix for the channel coefficients.
A channel realization of the correlated channel can then be found by

vec (H) = R1/2 vec (Hw) , (4)

where R1/2 is the unique positive definite matrix square root [9]
of R, Hw has size Mr × Mt and is complex Gaussian circularly
distributed with independent components all having unit variance,
and the operator vec(·) stacks the columns of the matrix it is applied
to into a long column vector [9].

Kronecker model: A special case of the model above is as
follows [2]

H = R1/2
r HwR

1/2
t , (5)

where the matrices Rr and Rt are the correlations matrices of the
receiver and transmitter, respectively, and their sizes are Mr × Mr

and Mt ×Mt. The full autocorrelation matrix R of the model (4) is
then given by

R = E
[
vec (H) vecH (H)

]
= RT

t ⊗ Rr, (6)

where the operator (·)T denotes transposition and ⊗ is the Kronecker
product. This channel model was used in [4], to find a linear precoder
when Rr = IMr . We address below the precoding problem in the
general case of Equation (4). Unlike Equation (6), the general model
considers that the receive (or transmit) correlation depends on at
which transmit (or receive) antenna the measurements are performed.

III. PRECODING OF STBC SIGNALS

A. Optimal Precoder Problem Formulation

Maximum likelihood decoding is assumed at the receiver. The goal
is to find the matrix F such that an upper bound for the pairwise
error probability (PEP) is minimized under an appropriate power
constraint, for given channel correlation properties.

The receiver is assumed to know the channel matrix H exactly
and it performs a maximum likelihood decoding (MLD) of blocks of
length N . The transmitter knows R.

Suppose codeword Sk(n) is transmitted while Sl(n) is detected.
Let Ek,l(n) = Sk(n) − Sl(n) be the error matrix of size B × N .
The probability of transmitting the block Sk(n) and decoding the
block Sl(n) for a given channel is

Pr {Sk(n) → Sl(n)|H}

= Q




√
Tr

{
HF Ek,l(n)EH

k,l(n)F HHH
}

2σ2


 . (7)

Equation (7) follows from [2]. Let the operator det(·) denote
the determinant of the matrix it is applied to. If the statistics of
the channel H are taken into consideration and the expression
for the Q-function given in [10] is used, then the probability
Pr {Sk(n) → Sl(n)} can be found:

Pr {Sk(n) → S l(n)}

=
1

π

∫ π
2

0

dθ

det (R) det

(
R−1 +

F Ek,l(n)EH
k,l

(n)F H

4σ2 sin2 θ
⊗ IMr

) .

(8)

The performance measure that used in this article is an upper bound
for the pair-wise error probability given by Equation (8). Analogous

to [4], define E = argmin
{k �=l,n}

det
(
Ek,l(n)EH

k,l(n)
)
. For orthogonal

STBC Ek,l(n)EH
k,l(n) = βk,lIB . Let β = min

k �=l
{βk,l}.

The total block error probability is decided by many terms of the
type given in Equation (8) for different values of k and l. The term
that is used as the optimization in this article is the following:

det

(
R−1 +

F EEHF H

4σ2
⊗ IMr

)
. (9)

This criterion is closely related to the criteria used in [3], [4].
Using Equation (2), the power constraint on the transmitted

block Y (n) = F S(n) can be formulated as

κ Tr
{

F F H
}

= P, (10)

where P is the average power used by the transmitted block Y (n).
We propose that the optimal precoder is given by the following

optimization problem:
Problem 1:

max
{F ∈CMt×B}

det

(
R−1 + F EEHF H ⊗ IMr

4σ2

)

subject to κ Tr
{

F F H
}

= P.

B. Properties of the Optimal Precoder
In this subsection, lemmas characterizing the optimal precoder in

special cases are presented.
Lemma 1: If F is an optimal solution of Problem 1 for an

orthogonal STBC, then the precoder F U , where U ∈ C
B×B is

unitary, is also optimal.
Proof: For an orthogonal STBC, we have EEH = βI . Let F

be an optimal solution of Problem 1 and U ∈ C
B×B , be an arbitrary

unitary matrix. It is then seen by insertion that the objective function
and the power constraint are unaltered by the unitary matrix.

Lemma 2: Assume that B = Mt and that only receiver correla-
tion is present. Let the total correlation matrix be given by

R =




Rr0 0Mr×Mr · · · 0Mr×Mr

0Mr×Mr Rr1 · · · 0Mr×Mr

...
...

. . .
...

0Mr×Mr 0Mr×Mr · · · RrMt−1


 , (11)

where Rri is the receive correlation matrix seen by transmitter
number i and the matrix 0k×l has size k× l containing only zeroes.
Then, the optimal F can be chosen diagonal up to a unitary matrix.

Proof: Let the eigenvalue decomposition of Rri be given by
Rri = V riΛriV

H
ri

, (12)

where V ri ∈ C
Mr×Mr is unitary and Λri ∈ R

Mr×Mr is diagonal
with positive diagonal elements λik . It follows that the eigenvalue
decomposition of R = V ΛV H is given by the matrices

V =




V r0 0Mr×Mr · · · 0Mr×Mr

0Mr×Mr V r1 · · · 0Mr×Mr

...
...

. . .
...

0Mr×Mr 0Mr×Mr · · · V rMt−1


 , (13)

and

Λ =




Λr0 0Mr×Mr · · · 0Mr×Mr

0Mr×Mr Λr1 · · · 0Mr×Mr

...
...

. . .
...

0Mr×Mr 0Mr×Mr · · · ΛrMt−1


 . (14)

The objective function of Problem 1 can now be rewritten as:

det

(
Λ−1 +

1

4σ2
V H

(
F F H ⊗ IMr

))
. (15)
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Block element number (k, l) of size Mr × Mr of the second
term within the determinant of Equation (15) can be expressed
as:

(
F F H

)
k,l

V H
rk

V rl/
(
4σ2

)
. Let the second term within the

determinant of Equation (15) be denoted A. By using Hadamard’s
inequality [11] on det

(
Λ−1 + A

)
, this determinant is maximized

when A is diagonal. From the structure of A and due to the fact
that the matrices V ri are unitary, it follows that F F H is diagonal.
Hence, F is diagonal up to a unitary matrix.

Lemma 3: Let B = Mt, and let the total correlation matrix be
given by Equation (11). The diagonal element number i of the optimal
diagonal product F F H is denoted αi. Let eigenvalue number k of the
correlation matrix Rri be denoted λrik

. The optimization problem
that must be solved is the following: Find αi such that the following
product is maximized:

Mt−1∏
i=0

Mr−1∏
k=0

(
1 +

αiλrik

4σ2

)
(16)

subject to

κ

Mt−1∑
i=0

αi = P, αi ≥ 0. (17)

Proof: Under the assumptions in the lemma, the determinant
on Equation (15) can be written as

Mt−1∏
i=0

det
(
Λ−1

ri
+ αiIMr

)

=

(
Mt−1∏
i=0

det
(
Λ−1

ri

)) (
Mt−1∏
i=0

det (IMr + αiΛri)

)
. (18)

The first product in the last line of this equation is a constant and
the second factor can be rewritten to Equation (16). The power
constraint reformulation follows directly by inserting the diagonal
matrix product F F H into Equation (10). Since αi is diagonal
element number i of a positive semi-definite matrix, it must be non-
negative.

Example 1: Let the assumptions of Lemma 3 be valid. Let Mt =
Mr = 2 with Rr0 = I2 and Rr1 = 12×2, where the matrix 1k×l

has size k×l containing only ones. In this case, λr00
= λr01

= 1 and
λr10

= 2 and λr11
= 0. If the optimization problem in Lemma 3 is

solved, it is found that α0 = 2/3 and α1 = 1/3. This makes intuitive
sense, since more power is poured into the channel exhibiting more
diversity.

Lemma 4: Let the correlation model of the channel follow the
Kronecker model in Equation (6) and assume that an orthogonal
STBC is used. If Rt = IMt , then the optimal precoder is independent
of the receiver correlation matrix Rr.

Proof: See [12].

C. An Analytical Solution for Receiver Correlation
In this subsection, we show that a closed-form solution can be

found if only receiver correlations are present. The solution is
constructed upon the premise that, on average, the gain coming
from all diversity branches should be equal, regardless whether the
channels are correlated or uncorrelated. This is the same criterion
behind complex orthogonal block codes where symbols are also
spread with equal energy across all channels, and guarantee an equal
gain coming from all channels. This has shown to be optimal from
an SNR point of view [13].

For simplicity, in the derivation we assume B = N = Mt = 2,
P/κ = 1, and the Alamouti code [14] being employed. An extension
to more than two transmitters may be derived in a similar fashion.
Since Mt = 2, the correlation matrix R, in Equation (11), contains
two correlation matrices Rr0 and Rr1 . From Lemma 2, we know

that F can be chosen diagonally. Let the diagonal elements of F
be f0 and f1, satisfying f2

0 + f2
1 = P/κ = 1. Here, it is assumed

that fi ∈ R. Let the elements in Rr0 bee denoted by ρi,j while those
in Rr1 by 	i,j and ρi,i = 	i,i = 1.

Lemma 5: To make certain that all diversity branches provide
an equal gain

∑Mr−1
i=0 (1 +

∑Mr−1
j=0,j �=i |ρi,j |2)f2

0 =
∑Mr−1

i=0 (1 +∑Mr−1
j=0,j �=i |	i,j |2)f2

1 must hold under the energy constraint.
Proof: The total transfer matrix may be written as HF =

[f0h0 f1h1] where the two column vectors of H = [h0 h1] are
related to the two column vectors of Hw = [hw0 hw1 ] by h0 =

R
1/2
r0 hw0 and h1 = R

1/2
r1 hw1 . To work directly with the coefficients

of Rri , we pre-multiply column number i of the total transfer matrix
by R

1/2
ri to arrive at the two column vectors g0 = f0Rr0hw0 and

g1 = f1Rr1hw1 .
With Alamouti coding the total gain is observed as the

sum of absolute channel coefficients squared: γ = gH
0 g0 +

gH
1 g1 = f2

0 hH
w0R2

r0hw0 + f2
1 hH

w1R2
r1hw1 = η + ζ where η =∑Mr−1

i=0 |hw0,i |2(1 +
∑Mr−1

j=0,j �=i |ρi,j |2)f2
0 +

∑Mr−1
i=0 |hw1,i |2(1 +∑Mr−1

j=0,j �=i |	i,j |2)f2
1 . ζ contains several cross-interference terms of

the form hwi,k h∗
wi,l

, such that E[ζ] = 0. In order to make certain
that the expected value of all channels experience equal gain, the
lemma follows from the expression of η.

Example 2: Assuming Mr = 2 with ρi,j = ρ ∈ R and
	i,j = 	 ∈ R, lead to γ = f2

0 ((1 + ρ2)|hw0,0 |2 + (1 +
ρ2)|hw0,1 |2+2ρ(h∗

w0,0hw0,1 +h∗
w0,1hw0,0))+f2

1 ((1+	2)|hw1,0 |2+

(1+	2)|hw1,1 |2+2	(h∗
w1,0hw1,1 +h∗

w1,1hw1,0)). This gives E[γ] =

2f2
0 (1+ ρ2)+2f2

1 (1+ 	2), and the equal-gain requirement imposes
f2
0 (1 + ρ2) = f2

1 (1 + 	2). The explicit closed-form solution is
therefore f2

0 = 1+�2

2+ρ2+�2 , f2
1 = 1+ρ2

2+ρ2+�2 .
Example 3: Assume no cross-correlation at all, i.e., ρi,j = 	i,j =

1 ∀ i = j, otherwise 0, gives f2
0 = f2

1 , i.e., equal power scaling.
Example 4: Assume full cross-correlation as seen from the second

emitter only, i.e, ρi,j = 0 ∀ j �= i and 	i,j = 1 ∀ i, j. This results
in f2

0 = Mrf
2
1 or f2

0 = Mr
Mr+1

, f2
1 = 1

Mr+1
.

IV. OPTIMIZATION ALGORITHM

Let the matrix Kk,l be the commutation matrix [11] of size kl×kl.
The constrained maximization Problem 1 can be converted into an
unconstrained optimization problem by introducing a Lagrange mul-
tiplier µ. This is done by defining the following Lagrange function:

L(F )=det

(
R−1 + F EEHF H ⊗ IMr

4σ2

)
−µ′ Tr

{
F F H

}
.

(19)
Since the objective function should be maximized, µ′ should be
positive.

Lemma 6: The precoder that is optimal for Problem 1 must satisfy

vec (F ) = µKB,Mt

(
IMt ⊗

E∗ET F T

4σ2

)
L

× vec

((
R−1 +

F EEHF H

4σ2
⊗ IMr

)−T
)

, (20)

where (·)∗ means complex conjugation and the matrix L is given by

L =
(
IM2

t
⊗ vecT (IMr )

)
(IMt ⊗ KMt,Mr ⊗ IMr ) , (21)

and µ is a positive scalar chosen such that the power constraint in
Equation (10) is satisfied

Proof: The necessary condition for the optimality of Problem 1
is found by setting the derivative of the Lagrangian in Equation (19)
equal to zero. By finding the derivative [11], [15] with respect to
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Fig. 2. Scenario 1: BER versus SNR performance of the proposed system −◦
− and a system not employing a precoder −×−. In the upper plot, Mr = 4
and in the lower plot Mr = 6.

the complex valued matrix F ∗, of Lagrangian in Equation (19), the
result in Equation (20) is found. For more details, see [12].

Equation (20) can be used in a fixed point iteration.

V. RESULTS AND COMPARISONS

In this section, Monte Carlo simulation results are pre-
sented for two different non-Kronecker correlation scenarios using
1 000 000 bits. Comparisons are made against a system not employing
any precoding, i.e., F = IMt/

√
Mt.

The following parameters are used in the examples: N = B =
Mt = 2, P/κ = 1, and Mr ∈ {4, 6}. The SNR is defined as:
SNR = 10 log10

P
κσ2 . The signal constellation is Gray-coded unit

variance 4QAM. The Alamouti code [14] was used as the STBC,
leading to Ek,l(n)EH

k,l(n) = βk,lIB , where βk,l ∈ {2, 4, 6, 8}. In
this case, β = min

k �=l
{βk,l} = 2.

Scenario 1: Let the correlation matrix R be given by Equation (11)
with Rr0 = IMr and Rr1 = a1Mr×Mr + (1 − a)IMr , where a =
0.9999. Since the numerical method developed is valid for invertible
correlation matrices R, the parameter a is chosen different from one.
This corresponds to a downlink situation where the two transmitter
antennas are widely separated, possibly originating from different
access points, and experiences totally different channel conditions.

Scenario 2: Let the correlation matrix R be given by
(R)k,l = 0.99|k−l|, (22)

where the notation (·)k,l picks out element with row number k and
column number l.

Figures 2 and 3 show the BER versus SNR performance for the
non-precoded reference system and the proposed precoded system.
From the figures, it is seen that proposed precoder outperforms the
reference system. For Scenario 1, the performance gain is bigger for
Mr = 6 than for Mr = 4 and for Scenario 2, it is bigger for low
values of SNR.

VI. CONCLUSIONS

A precoder is proposed that minimizes a certain upper bound for
the pair-wise error probability for transmission of STBC over quasi-
static correlated Rayleigh MIMO channels. Several features of the
optimal solution were derived for special cases, and one iterative
numerical optimization technique was proposed for invertible channel
correlation matrices.
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Fig. 3. Scenario 2: BER versus SNR performance of the proposed system −◦
− and a system not employing a precoder −×−. In the upper plot, Mr = 4
and in the lower plot Mr = 6.

REFERENCES

[1] D. Gesbert, M. Shafi, D. Shiu, P. J. Smith, and A. Naguib, “From theory
to practice: An overview of MIMO space-time coded wireless systems,”
IEEE J. Select. Areas Commun., vol. 21, no. 3, pp. 281–302, Apr. 2003.

[2] A. Paulraj, R. Nabar, and D. Gore, Introduction to Space-Time Wireless
Communications. Cambridge University Press, May 2003.

[3] G. Jöngren, M. Skoglund, and B. Ottersten, “Combining beamforming
and orthogonal space-time block coding,” IEEE Trans. Inform. Theory,
vol. 48, no. 3, pp. 611–627, Mar. 2002.

[4] H. Sampath and A. Paulraj, “Linear precoding for space-time cpded
systems with known fading correlations,” IEEE Communications Letters,
vol. 6, no. 6, pp. 239–241, June 2002.

[5] J. Akhtar and D. Gesbert, “Spatial multiplexing over correlated MIMO
channels with a closed form precoder,” IEEE Trans. Wireless Commu-
nications, submitted 2003.

[6] R. U. Nabar, H. Bölcskei, and A. J. Paulraj, “Cut-off rate based transmit
optimization for spatial multiplexing on general MIMO channels,” in
Proc. Int. Conf. on Acoustics, Speech, and Signal Proc., vol. 5, 2003,
pp. 61–64.

[7] R. U. Nabar, H. Bolcskei, and A. J. Paulraj, “Transmit optimization
for spatial multiplexing in the presence of spatial fading correlation,” in
Proc. IEEE GLOBECOM, vol. 1, Nov. 2001, pp. 131–135.

[8] E. Bonek, H. Özcelik, M. Herdin, W. Weichselberger, and J. Wallace,
“Deficiencies of a popular stochastic MIMO radio channel model,” in
Proc. Int. Symp. on Wireless Personal Multimedia Communications,
Yokosuka, Japan, Oct. 2003.

[9] R. A. Horn and C. R. Johnson, Topics in Matrix Analysis. Cambridge
University Press Cambridge, UK, 1991, reprinted 1999.

[10] J. W. Craig, “A new, simple and exact result for calculating the
probability of error for two-dimensional signal constellations,” in Proc.
IEEE Military Communications Conf., vol. 2, McLean, VA, USA, Nov.
1991, pp. 571–575.

[11] J. R. Magnus and H. Neudecker, Matrix Differential Calculus with
Application in Statistics and Econometrics. Essex, England: John Wiley
& Sons, Inc., 1988.

[12] A. Hjørungnes, J. Akhtar, and D. Gesbert, “Precoding for space-time
codes in (non-)Kronecker correlated MIMO channels,” IEEE Trans.
Wireless Communications, 2004, submitted.

[13] G. Ganesan and P. Stoica, “Space-time diversity using orthogonal
and amicable orthogonal designs,” Wireless Personal Communications,
vol. 18, no. 2, pp. 165–178, Aug. 2001.

[14] S. M. Alamouti, “A simple transmit diversity technique for wireless
communications,” IEEE J. Select. Areas Commun., vol. 16, no. 8, pp.
1451–1458, Oct. 1998.

[15] D. H. Brandwood, “A complex gradient operator and its application in
adaptive array theory,” IEE Proc., Parts F and H, vol. 130, no. 1, pp.
11–16, Feb. 1983.

518


	Index
	EUSIPCO 2004 Home Page
	Conference Info
	Exhibition
	Welcome message
	Venue access
	Special issues
	Social programme
	On-site activities
	Committees
	Sponsors

	Sessions
	Tuesday 7.9.2004
	TueAmPS1-Coding and Signal Processing for Multiple-Ante ...
	TueAmSS1-Applications of Acoustic Echo Control
	TueAmOR1-Blind Equalization
	TueAmOR2-Image Pyramids and Wavelets
	TueAmOR3-Nonlinear Signals and Systems
	TueAmOR4-Signal Reconstruction
	TueAmPO1-Filter Design
	TueAmPO2-Multiuser and CDMA Communications
	TuePmSS1-Large Random Matrices in Digital Communication ...
	TuePmSS2-Algebraic Methods for Blind Signal Separation  ...
	TuePmOR1-Detection
	TuePmOR2-Image Processing and Transmission
	TuePmOR3-Motion Estimation and Object Tracking
	TuePmPO1-Signal Processing Techniques
	TuePmPO2-Speech, Speaker, and Emotion Recognition
	TuePmSS3-Statistical Shape Analysis and Modelling
	TuePmOR4-Source Separation
	TuePmOR5-Adaptive Algorithms for Echo Compensation
	TuePmOR6-Multidimensional Systems and Signal Processing
	TuePmPO3-Channel Estimation, Equalization, and Modellin ...
	TuePmPO4-Image Restoration, Noise Removal, and Deblur

	Wednesday 8.9.2004
	WedAmPS1-Brain-Computer Interface - State of the Art an ...
	WedAmSS1-Performance Limits and Signal Design for MIMO  ...
	WedAmOR1-Signal Processing Implementations and Applicat ...
	WedAmOR2-Continuous Speech Recognition
	WedAmOR3-Image Filtering and Enhancement
	WedAmOR4-Machine Learning for Signal Processing
	WedAmPO1-Parameter Estimation: Methods and Applications
	WedAmPO2-Video Coding and Multimedia Communications
	WedAmSS2-Prototyping for MIMO Systems
	WedAmOR5-Adaptive Filters I
	WedAmOR6-Speech Analysis
	WedAmOR7-Pattern Recognition, Classification, and Featu ...
	WedAmOR8-Signal Processing Applications in Geophysics a ...
	WedAmPO3-Statistical Signal and Array Processing
	WedAmPO4-Signal Processing Algorithms for Communication ...
	WedPmSS1-Monte Carlo Methods for Signal Processing
	WedPmSS2-Robust Transmission of Multimedia Content
	WedPmOR1-Carrier and Phase Recovery
	WedPmOR2-Active Noise Control
	WedPmOR3-Image Segmentation
	WedPmPO1-Design, Implementation, and Applications of Di ...
	WedPmPO2-Speech Analysis and Synthesis
	WedPmSS3-Content Understanding and Knowledge Modelling  ...
	WedPmSS4-Poissonian Models for Signal and Image Process ...
	WedPmOR4-Performance of Communication Systems
	WedPmOR5-Signal Processing Applications
	WedPmOR6-Source Localization and Tracking
	WedPmPO3-Image Analysis
	WedPmPO4-Wavelet and Time-Frequency Signal Processing

	Thursday 9.9.2004
	ThuAmSS1-Maximum Usage of the Twisted Pair Copper Plant
	ThuAmSS2-Biometric Fusion
	ThuAmOR1-Filter Bank Design
	ThuAmOR2-Parameter, Spectrum, and Mode Estimation
	ThuAmOR3-Music Recognition
	ThuAmPO1-Image Coding and Visual Quality
	ThuAmPO2-Implementation Aspects in Signal Processing
	ThuAmSS3-Audio Signal Processing and Virtual Acoustics
	ThuAmSS4-Advances in Biometric Authentication and Recog ...
	ThuAmOR4-Decimation and Interpolation
	ThuAmOR5-Statistical Signal Modelling
	ThuAmOR6-Speech Enhancement and Restoration I
	ThuAmPO3-Image and Video Watermarking
	ThuAmPO4-FFT and DCT Realization
	ThuPmSS1-Information Transfer in Receivers for Concaten ...
	ThuPmSS2-New Directions in Time-Frequency Signal Proces ...
	ThuPmOR1-Adaptive Filters II
	ThuPmOR2-Pattern Recognition
	ThuPmOR3-Rapid Prototyping
	ThuPmPO1-Speech/Audio Coding and Watermarking
	ThuPmPO2-Independent Component Analysis, Blind Source S ...
	ThuPmSS3-Affine Covariant Regions for Object Recognitio ...
	ThuPmOR4-Source Coding and Data Compression
	ThuPmOR5-Augmented and Virtual 3D Audio
	ThuPmOR6-Instantaneous Frequency and Nonstationary Spec ...
	ThuPmPO3-Adaptive Filters III
	ThuPmPO4-MIMO and Space-Time Communications

	Friday 10.9.2004
	FriAmPS1-Getting to Grips with 3D Modelling
	FriAmSS1-Nonlinear Signal and Image Processing
	FriAmOR1-System Identification
	FriAmOR2-xDSL and DMT Systems
	FriAmOR3-Speech Enhancement and Restoration II
	FriAmOR4-Video Coding
	FriAmPO1-Loudspeaker and Microphone Array Signal Proces ...
	FriAmPO2-FPGA and SoC Realizations
	FriAmSS2-Nonlinear Speech Processing
	FriAmOR5-OFDM and MC-CDMA Systems
	FriAmOR6-Generic Audio Recognition
	FriAmOR7-Image Representation and Modelling
	FriAmOR8-Radar and Sonar
	FriAmPO3-Spectrum, Frequency, and DOA Estimation
	FriAmPO4-Biomedical Signal Processing
	FriPmSS1-DSP Applications in Advanced Radio Communicati ...
	FriPmOR1-Array Processing
	FriPmOR2-Sinusoidal Models for Music and Speech
	FriPmOR3-Recognizing Faces
	FriPmOR4-Video Indexing and Content Access


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö

	Papers
	All papers
	Papers by Sessions
	Papers by Topics

	Topics
	1. DIGITAL SIGNAL PROCESSING
	1.1 Filter design and structures
	1.2 Fast algorithms
	1.3 Multirate filtering and filter banks
	1.4 Signal reconstruction
	1.5 Adaptive filters
	1.6 Sampling, Interpolation, and Extrapolation
	1.7 Other
	2. STATISTICAL SIGNAL AND ARRAY PROCESSING
	2.1 Spectral estimation
	2.2 Higher order statistics
	2.3 Array signal processing
	2.4 Statistical signal analysis
	2.5 Parameter estimation
	2.6 Detection
	2.7 Signal and system modeling
	2.8 System identification
	2.9 Cyclostationary signal analysis
	2.10 Source localization and separation
	2.11 Bayesian methods
	2.12 Beamforming, DOA estimation, and space-time adapti ...
	2.13 Multichannel signal processing
	2.14 Other
	3. SIGNAL PROCESSING FOR COMMUNICATIONS
	3.1 Signal coding, compression, and quantization
	3.2 Modulation, encoding, and multiplexing
	3.3 Channel modeling, estimation, and equalization
	3.4 Joint source - channel coding
	3.5 Multiuser communications
	3.6 Multicarrier systems
	3.7 Spread-spectrum systems and interference suppressio ...
	3.8 Performance analysis, optimization, and limits
	3.9 Broadband networks and subscriber loops
	3.10 Application-specific systems and implementations
	3.11 MIMO and Space-Time Processing
	3.12 Synchronization
	3.13 Cross-Layer Design
	3.14 Ultrawideband
	3.15 Other
	4. SPEECH PROCESSING
	4.1 Speech production and perception
	4.2 Speech analysis
	4.3 Speech synthesis
	4.4 Speech coding
	4.5 Speech enhancement and noise reduction
	4.6 Isolated word recognition and word spotting
	4.7 Continuous speech recognition
	4.8 Spoken language systems and dialog
	4.9 Speaker recognition and language identification
	4.10 Other
	5. AUDIO AND ELECTROACOUSTICS
	5.1 Active noise control and reduction
	5.2 Echo cancellation
	5.3 Psychoacoustics
	5.5 Audio coding
	5.6 Signal processing for music
	5.7 Binaural systems
	5.8 Augmented and virtual 3D audio
	5.9 Loudspeaker and Microphone Array Signal Processing
	5.10 Other
	6. IMAGE AND MULTIDIMENSIONAL SIGNAL PROCESSING
	6.1 Image coding
	6.2 Computed imaging (SAR, CAT, MRI, ultrasound)
	6.3 Geophysical and seismic processing
	6.4 Image analysis and segmentation
	6.5 Image filtering, restoration and enhancement
	6.6 Image representation and modeling
	6.7 Digital transforms
	6.9 Multidimensional systems and signal processing
	6.10 Machine vision
	6.11 Pattern Recognition
	6.12 Digital Watermarking
	6.13 Image formation and computed imaging
	6.14 Image scanning, display and printing
	6.15 Other
	7. DSP IMPLEMENTATIONS, RAPID PROTOTYPING, AND TOOLS FO ...
	7.1 Architectures and VLSI hardware
	7.2 Programmable signal processors
	7.3 Algorithms and applications mappings
	7.4 Design methodology and rapid prototyping
	7.6 Fast algorithms
	7.7 Other
	8. SIGNAL PROCESSING APPLICATIONS
	8.1 Radar
	8.2 Sonar
	8.3 Biomedical processing
	8.4 Geophysical signal processing
	8.5 Underwater signal processing
	8.6 Sensing
	8.7 Robotics
	8.8 Astronomy
	8.9 Other
	9. VIDEO AND MULTIMEDIA SIGNAL PROCESSING
	9.1 Signal processing for media integration
	9.2 Components and technologies for multimedia systems
	9.4 Multimedia databases and file systems
	9.5 Multimedia communication and networking
	9.7 Applications
	9.8 Standards and related issues
	9.9 Video coding and transmission
	9.10 Video analysis and filtering
	9.11 Image and video indexing and retrieval
	10. NONLINEAR SIGNAL PROCESSING AND COMPUTATIONAL INTEL ...
	10.1 Nonlinear signals and systems
	10.2 Higher-order statistics and Volterra systems
	10.3 Information theory and chaos theory for signal pro ...
	10.4 Neural networks, models, and systems
	10.5 Pattern recognition
	10.6 Machine learning
	10.9 Independent component analysis and source separati ...
	10.10 Multisensor data fusion
	10.11 Other
	11. WAVELET AND TIME-FREQUENCY SIGNAL PROCESSING
	11.1 Wavelet Theory
	11.2 Gabor Theory
	11.3 Harmonic Analysis
	11.4 Nonstationary Statistical Signal Processing
	11.5 Time-Varying Filters
	11.6 Instantaneous Frequency Estimation
	11.7 Other
	12. SIGNAL PROCESSING EDUCATION AND TRAINING
	13. EMERGING TECHNOLOGIES

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	About
	Current paper
	Presentation session
	Abstract
	Authors
	Are Hjørungnes
	Jabran Akhtar
	David Gesbert



