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ABSTRACT 
This paper outlines the automatic extraction of features of paint-
ings’ art movements such as classicism, impressionism and cub-
ism; and introduces a system developed for the classification and 
indexing of paintings based on their art movements. A six dimen-
sional feature set is proposed for the representation of content and 
it is shown that the feature set enables to highlight art movements 
efficiently.  In the classifier design, statistical pattern recognition 
approach is exploited and Bayesian, k-NN and SVM classifiers are 
employed. A classification accuracy of over 90% is achieved with 
very small false alarm ratios while the lowest performance is ob-
tained by the k-NN. System also offers a quick query based data-
base search by indexing the paintings with their six dimensional 
feature vectors, and provides an applicable program for museums 
and exhibition centres. 

1. INTRODUCTION 
Recently, the studies for digitizing the paintings and storing them 
in databases are becoming widespread. Automatic identification of 
art movements for digital paintings and, in addition to their ex-
tracted features, automatic labelling of paintings with their proper 
art movements for indexing and storing processes are significant 
improvements in the construction of online museums. Several re-
searches are undertaken, especially, in European countries regard-
ing these topics [1,2]. These researches are focused on the identifi-
cation of painters or painting styles, and offer several studies that 
can be exploited for artistic paintings. We developed our classifiers 
taking these previous studies into account and employing addi-
tional features in order to construct an integrated classification and 
indexing system.   

Philosophical approaches, common understandings and techni-
cal possibilities of an era determined the features of its paintings. 
For example, in “classicism” movement, born in Italy and widely 
accepted between 1400-1600, realism, harmony and simplicity were 
determining factors that reflect the Roman and Greek philosophy. 
Painters of classicism preferred dark colours in their paintings and 
tried to draw the objects as real as possible because of the lack of 
technologies like photograph cameras. On the other hand, “impres-
sionism”, born in France in late 19.century, is focused on natural 
paintings and light-colour changes [3]. Bright colours and smooth 
transitions that hide the sharp edges are some of the determining 
features of impressionist art movement. “Cubism” movement that 
emerged in the beginning of 20.century generated paintings reflect-
ing different perspectives and involving analytic, visual-based fea-
tures. The ratio of dark and bright colours used in the paintings has 
no determining power for cubist movement. However, the distinc-
tive edges and, consequently, the high contrast are some of the de-
termining features of this art movement.  

Explanations, given above, outline the visual information of 
the paintings that belong to specific art movements. The design of 

an automatic painting classifier requires the mathematical modelling 
of these visual clarities as determining features. In this paper, the 
features that distinguish the art movements of classicism, impres-
sionism and cubism are defined, and the implementation of statisti-
cal painting classifiers is described. 

2. FEATURE EXTRACTION AND INDEXING 
In this study, it has been shown that the art movements of paintings 
can be indexed by exploiting six different features. Let µi,  i.th 
individual entity of the six dimensional feature vector  is defined as 
below for i=1,2,..,6; 
 
µ1 : Percentage of dark colours. 
µ2 : Gradient coefficient calculated from the gradient map of the 
painting image. 
µ3 : Number of local and global maxima in the luminance histo-
gram. 
µ4 : Colour range that the peak point of the luminance histogram 
corresponds. 
µ5 : After the partition of the painting image into identical blocks, 
the deviation of average grey level acquired within each block from 
the average grey level acquired within entire image. 
µ6 : “Skew,” the deviation of grey level distribution from Gauss 
distribution. 
 
The mathematical formulations of the features are as follows: 
 
The luminance component of a colour image defined in RGB space 
is computed by Eq.(1). 

 Y = 0,299 R + 0,587 G + 0,114 B.  (1) 

There is a very high relation between the luminance component 
and grey level image. In the research, the luminance component is 
represented with 8 bits (256 grey level) and the pixels whose lumi-
nance value corresponds to [0,64] range are considered as dark 
pixels. 

              µ1 = 
Number of dark pixels in the painting image

Number of all image pixels
. 
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where r and c are the row and column numbers of the image re-
spectively, and (fij)x and (fij)y are the first order derivation of the 
image’s (ij) pixels in x and y directions respectively.  

+ O. Icoglu is currently working in Vienna University of Technology, Building Physics and Human Ecology Institute. 

749



                     
           (a)     (b)              (c)    (d)        (e)  
Figure 1 - a) Rafael’s “Granduca” painting that belongs to “classicism” movement. b) Classification result of the painting in (a) whose 2 
dimensional feature vector is classified as classicism (the classified vector is pointed by a small square). c) The bright “Granduca” which is 
obtained after changing the lighting condition of the original image in (a). d) The misclassification (impressionism) of the painting in (c) 
using 2 dimensional vectors. e) Correct classification result (classicism) obtained with the effect of “skew” feature, after using 6 dimen-
sional feature space. 

          
               (a)                                                            (b)     (c)   (d)                                                

Figure 2 - a) Monet’s “Le Havre” painting that belongs to “Impressionism” movement. b) Classification result of the painting in (a) whose 
2 dimensional feature vector is classified as impressionism (the classified vector is pointed by a small square). c) Classification result of the 
painting in (a) after the painting’s resolution is reduced by ½.  2 dimensional feature vector is misclassified as cubism. d) Correct classifica-
tion result (impressionism) of the ruined painting after upgrading to 6 dimensional feature space. 

Especially, the “classicism” movement can be classified quite 
accurately by using these two features: µ1 and µ2. However, these 
features, alone, are insufficient for classification of other art move-
ments. Additionally, changing lighting conditions and the resolution 
of the painting images may cause false classification. For example, 
Rafael’s “Granduca” painting (Figure 1 a) belongs to the “classi-
cism” movement and can be correctly classified with µ1 = [µ1  µ2]t 
feature vector (Figure 1 b). However, when the lighting conditions 
change, classification gives incorrect results (Figure 1 c). Similarly, 
“Le Havre” painting (Figure 2 a) created by a representative painter 
of impressionist movement, Monet, can be classified correctly using 
two dimensional feature vector (Figure 2 b). On the other hand, 
when the resolution of the painting image is reduced by 50 percent, 
two dimensional space is not sufficient for classification (Figure 2 
b). In order to solve such problems, additional features are defined 
in the system: 

 µ3 = number ( )thriH >)( , 

where thr is the threshold value determined to correspond the am-
plitude of the histogram to a maximum. 

                       µ 4  = |)(|max iHi ,        i = 0, 1,.., 255, 

where H(i) is the value of the histogram for ith grey level.  
The classification performance of paintings that belong to im-

pressionism movement is augmented by the inclusion of these two 
features. Main reason of this augmentation is that impressionist 
paintings generate one maxima in the bright regions of the lumi-
nance histogram. For classicist paintings, maximum point occurs in 
dark regions and for cubist paintings, more than one maximum point 

occurs in variable regions of the histogram. On the other hand, fol-
lowing features are included to preserve the system performance 
against changing lighting conditions and resolution differences: 

 µ5 = ∑
=
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where mean represents the luminance value of the ith block. mean is 
the average luminance value of the entire image and calculated by 
the Eq. (2). 
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In the computation of µ5, paintings in the training set are parti-
tioned into 9 identical sub-blocks each of which preserves the origi-
nal painting’s aspect ratio. For each sub-block, average colour value 
is calculated in grey level. The deviation of these 9 values from the 
average colour value calculated for entire image gives out the µ5, 
“Std. Deviation of Mean” feature. While, in impressionist or classi-
cist paintings, this feature gives high values because of local bright-
ness or semantic colour changes (human face, sky…etc), it does not 
exceed a specific value for cubist paintings since each sub-block 
does not demonstrate a big deviation from the overall average value.  

As µ5 is the criterion for deviation of average grey levels of 
sub-blocks from the entire image, its value is not affected by resolu-
tion changes. When the resolution of “Le Havre” painting in Figure 
2 a) is reduced, the effect of edges, and consequently the effect of µ2 
feature increases. This causes the false classification of the painting 
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as “cubism” (Figure 2 c). Same painting is accurately classified as 
“impressionism” when µ5 feature is included (Figure 2 d). In this 
example, feature vector is extracted as equals to, µ = [6.655 48.660 
1 10 13.520 -0.033]t . The sixth feature, µ6, the criterion for devia-
tion grey level distribution of the image from Gauss is defined as 
follows: 

 µ6 = 
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whereσ is defined in Eq.(3). 
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The colour distribution of Rafael’s “Granduca” painting in 
Figure 1 c) completely changes because of the variation in the light-
ing condition. This effect causes the classification of this actually 
“classicist” painting as “impressionist” (Figure 1 d). However, the 
deviation of grey level distribution from Gauss is not affected with 
this artefact and the painting is correctly classified with the help of 
the µ6 feature (Figure 1 e).   

“Skew” attribute preserves its value, even when the brightness 
is harshly increased, and it helps to successfully model the condition 
in classicist movements where colour distribution displays a differ-
ent characteristic than that of the Gaussian distribution. Paintings of 
cubist movement, generally, demonstrate a characteristic that 
matches the Gaussian distribution. However, in impressionism, the 
distribution slightly loses this property and it disappears considera-
bly in the classicist movement. 

3. CLASSIFIER DESIGN 
In this study, statistical pattern classification approach is used and 
the classification of artistic paintings movements is performed using 
three different classifiers: Bayesian parametric classifier, k-NN 
classifier and Support Vector Machines (SVMs). 

3.1 Bayesian Classifier 
In the statistical pattern recognition approach, it can be assumed 
that the feature vectors of classicist, impressionist and cubist move-
ments fit to the Gaussian distribution in d dimensional feature 
space. By this approach, the classification problem can be reduced 
to the estimation of parameters that determine the Gaussian distri-
bution (mean vector µµµµ and covariance matrix ΣΣΣΣ) using “Maximum 
Likelihood (ML)” parameter estimation method.  

In Bayesian approach, mean vector µµµµ and covariance matrix ΣΣΣΣ 
defined in d dimensional decision space; and p(x), the probability 
distribution of features of a painting, x, that belongs to a particular 
art movement are formulated in Eq.(4) and Eq.(5),  respectively. 
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The estimated mean vector and covariance matrices using ML 
method are formulated as in Eq.(6) . 
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In this notation, xk represents a training sample that belongs to a 
particular art movement, and n represents the total number of train-
ing samples that are used to estimate the parameters of this particu-
lar art movement. Discriminant function for ith art movement is 
calculated by using estimated parameters as in Eq.(7). 
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In the mathematical equation given above, x represents the d di-
mensional feature vector of the painting that will be classified. 
P(wi), is the prior probability of paintings that belong to ith art 
movement. In this study, prior probabilities are considered equal 
for all of the three art movements. Bayesian classifier classifies a 
painting by taking the maximum discriminant function of the class, 
and decision rule is stated as follows: 
 
If  for every i≠j,  gi(x) > gj(x), then assign the x vector to ith class. 

3.2 Support Vector Machines 
Support Vector Machines (SVMs) have been shown to have 
equivalent or significantly better performances than comparative 
classification methods [4]. 

Given n observations described by a feature vector xi є Rd, 
i=1,…,n, and the associated class label yi є {classic, impressionist, 
cubic}, the hyperplane that separates the data satisfies: w x + b = 0 
where w is the weight vector and normal to the hyperplane, b is the 
margin, and |b|/|w| is the perpendicular distance from the hyperplane 
to the origin. The parameters w and b are determined by training the 
SVM. The optimization of the margin can be achieved by using 
Lagrange multipliers function described by Eq.(8) 

 bxxKyxf
n

i
iii +=∑

=1

),()( λ . (8) 

where λi’s are the Lagrange multipliers and K(x,xi) is the Kernel 
function specified by the user. Obviously, for the linear case 
K(x,xi)= xTxi. . Note that Eq.(8) is a function of the observation x, 
and can be interpreted as the distance of the x  from the separating  
hyperplane, or decision surface.  

In this work, since the RBF is a generalized type of a linear 
kernel, and it has the advantage of non-linear mapping into a higher 
dimensional space, a non-linear Gaussian RBF kernel is used thus  
K(x,xi)= exp(-γ || x - xi || 2) , γ>0. To obtain a feasible solution for 
non-separable data  and to manage the tradeoff between the margin 
and misclassification, the optimization constraints are relaxed and a 
cost parameter C ≥ 0 is defined, thus the optimal value of  C for the 
RBF are determined by the grid search method under the constraint 
0< λi <C. 

4. RESULTS 
The classification system, designed within the research, enables the 
selection of different feature sets and provides the performance 
comparison of these different sets individually. With the help of 
this functionality, experiments are implemented with variable fea-
ture vectors and optimised feature set is obtained consequently. 

751



Table 1. Robustness to changes in brightness, contrast and size in 4 
and 6 dimensional feature spaces. 

6D Feature Set 4D Feature Set Art 
Mov. Bayes k-NN SVM Bayes k-NN SVM 
Classis. 93 80 87 83 80 83 
Cubism 98 91 91 95 91 91 
Impr. 84 74 94 78 74 84 
Overall 91.66 81.66 90.66 85 81.66 86 

 
A training set is constructed with the 27 original paintings [5] 

that belong to classic, cubic or impressionist movements, 9 from 
each class. The six features are extracted for every image in each 
movement. In order to observe efficiency of the proposed feature set 
and robustness to changes in the illumination and resolution, a test 
set is created with lighting effects and resolution changes on the 
original paintings.  Note that non of the training samples is used in 
the test set including 107 paintings ( 31 classic, 34 cubic, 42 impres-
sionist). 

In the SVM classification implementation phase, LIBSVM 
software package [6] was used. This package provides efficient 
multi-class Support Vector Classification and Regression results. 
Experiments were conducted to evaluate the classification perform-
ance in 6 and 4 dimensional feature spaces. The data sets were 
scaled to the range [0,1]. Since the RBF function is used both in 
parameter selection and classification, K(x,xi)= exp(-γ || x - xi || 2) , 
γ>0. The best values of the parameters γ and C for the RBF are de-
termined by the grid search method. A grid search has been imple-
mented on C=2-5, 2-3, … 2-15 and γ= 2-15, 2-13, … 23. After 5 fold 
cross-validation in the grid search method, the C and  γ values were 
determined as 1000 and 10, respectively. The stopping criterion is 
selected as 0.0001.  After selecting the appropriate parameters, the 
scaled training data set is used to generate the SVM model and the 
corresponding support vectors. The SVM model is then used in the 
classification process of the testing data set. 

The classification results that are implemented with 107 paint-
ings apart from the training set are given in Table 1. For each of the 
three movements, an overall classification performance over 80% is 
achieved in 4 dimensional feature space while in 6 D it increases to 
90% for SVM and Bayesian classifiers. The experiments are also 
implemented with k-NN classifier (k=7) but it has been observed 
that the obtained performance results were not as successful as other 
classifiers.  Classification results obtained by using SVM shows that 
the overall performance of SVMs overcomes the Bayesian as well 
as the k-NN classifier in 4 dimensional feature space, while the 
Bayesian classifier is slightly better than SVM in 6 D.  In 6 dimen-
sional feature space, the false alarm ratio is less then 10% which is 
very low, except k-NN. 

System, developed within this research, also enables the user to 
run queries and search for a given painting in the database. All 
painting data stored in the database are in XML format, which is 
also the base language of MPEG-7. After the classification, user can 
add the classified painting into the database or look through the 
paintings in the database and review or delete the existing records. 
When the user runs a query, if the input painting is available in the 
database, system retrieves the painting together with its details like 
the name of the painter, art movement, creation year, etc. If the 
painting is not available, system returns the best matching record. In 
Figure 3, the classification and query system developed within this 
study, also named “Art Historian”, is given together with a classifi-
cation result run for six dimensional feature set. The query sample 
painting is impressionist Monet’s “Umbrella” and it can be classi-
fied correctly even with 2 dimensional space.  

 

 
 
Figure 3. Result of a query implemented in “Art Historian”. 

It is concluded that all of the classifier’s performance has been 
improved significantly, by using six dimensional feature vectors. 
The proposed six features are adequate to represent content of paint-
ings resulting in a successful classification and indexing in terms of 
art movements. The developed system is robust to changes in illu-
mination as well as resolution. 
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