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ABSTRACT

We consider the rejection of partial-band interferences in
frequency-hopping communication systems using an ar-
ray of sensors. A simple yet effective method is proposed
based on a constant power algorithm. The principle be-
hind this method is that partial-band interferences con-
tribute to power variations in the received signal, hence
the idea to constrain the output power of the array to
be constant in order to reject interferences. It is shown
that the algorithm converges in a reasonably low num-
ber of hops. Additionally, it achieves a nearly optimal
signal to interference and noise ratio without requiring
any information about the location of the desired user.

1 Introduction

In satellite communication systems, frequency-hopping
is recognized as an efficient means for secure communi-
cations [1]. In contrast to direct-sequence code-division
multiple access its requirements in terms of synchroniza-
tion are less stringent. However, particularly for mili-
tary applications, powerful interferers aiming at disturb-
ing the communications are major cause of performance
degradations. This is specially the case with a partial
band jammer, i.e. an interference which occupies a frac-
tion of the total bandwidth. Since the signal of interest
(SOI) is hopping, it will hop in and out of the jamming
band, resulting in the interference being present during
some hop intervals and absent in others. These power
variations at the receiver are detrimental to its perfor-
mance e.g. in terms of bit error rate.

Adaptive array antennas are recognized as an effi-
cient way to combat interferers in various communica-
tion systems [2, 3]. Interference rejection using an ar-
ray of sensors have been extensively studied and numer-
ous adaptive algorithms for antenna arrays have been
already proposed. Specific attention has been paid re-
cently to spread-spectrum systems but mainly for direct-
sequence spread-spectrum systems. In contrast, adap-
tive algorithms which take into account the specificities
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of frequency-hopping spread spectrum (FH-SS) commu-
nication systems are much fewer in number. [4] studies
the effect of frequency hopped signals onto a LMS adap-
tive array. Nulling of a following jammer is dealt with
in [5]. In [6], a control scheme is proposed. At each
hop, the next hop is observed in order to estimate the
jammers covariance matrix. However, this structure in-
creases the hardware complexity of the RF front-end
part. A similar technique is presented in [7] which also
results in a complicated hardware configuration due to
the utilization of many filters. Finally, the algorithm
proposed in [8] requires the location information of the
desired signal.

In this paper, we consider the problem of partial-band
interference rejection using an array of sensors. In con-
trast to previous studies, we exploit in advantage the
specificities of FH-SS systems. More precisely, we use
the fact that the power of the SOI is constant while
that of partial-band interferences varies from hop to hop.
This enables us to derive a simple algorithm whose prin-
ciple is to maintain the output power of the array con-
stant, hence the name constant power algorithm (CPA).

2 System model

We consider environments in which there exists one de-
sired signal and powerful interferers. It is assumed that
DOAs (Direction of Arrival) of each incoming signal are
all different. Figure 1 describes how the desired signal
and interferers are distributed over the frequency and
time axes. The signal is hopping within a bandwidth
B centered around some frequency f.. At each hop,
the desired signal occupies a bandwidth By with center
frequency f5. Therefore, the number of frequency slots
for the desired signal Ny, is defined as Nyt = B/ By,.
T}, denotes the hopping duration. Within the band-
width B, it is assumed that L partial band interferences
are present, each of them occupying a bandwidth B,
(6 =1,---,L). As the signal of interest hops, the sig-
nal to interference plus noise ratio (SINR) varies and it
degrades when the desired signal and interferers overlap
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Figure 1: Distribution of desired signal and interferers
over the time and frequency axes.

over the frequency axis. Finally, let

By
=75 (1)
denote the fraction of bandwidth that is jammed by the
/-th interference.

We assume a M element uniform linear array. The
signals received by elements are first down-converted
through mixers that are driven by a local oscillator. The
local oscillator provides signals whose frequency is de-
pendent on the hopping sequence so that the received
signals are de-hopped if the synchronization between the
hopping sequence at the receiver and the received sig-
nals is precisely achieved. Then, the de-hopped signals
are sampled with the sampling rate f; = 1/T, samples
per second. It follows that Ny = T}, /T, snapshots can
be obtained in each hop. Let §; and 6, (¢ =1,--- ,L)
denote the DOA of the desired signal and L interfer-
ers, respectively. The DOAs are measured clockwise
from the boresight of the array antenna. For later use,
let ; = [0;1,---,0;1]" be the vector of interferences
DOAs.

Let us consider the h-th frequency hop. After de-
hopping, the sampled received signals can be written in
vector form as

zp(n) = ap(0a)sn(n) + An(0;)in(n) +&,(n)  (2)

where n = 1,---, Ng is an integer-valued variable that
specifies the sampling time n7s and the subscript
stands for the hop index. In (2), an(f) is the array
response to a source with center frequency f;, impinging
from direction # and is given by
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where A, £ ¢/ fy, is the wavelength corresponding to fre-
quency fp, and A is the inter-element spacing. s, (n) is a
desired signal whose symbol rate is foym = 1 / Tsym bits
per second. Ap(0;) = [an(0j1), -+ ,an(d;1)] is a ma-

trix whose columns are formed by the steering vectors of
the interferences and ip(n) = [ip1(n), - ,in(n)]7 is
the vector of the L interference signals. Finally, &(n) is
assumed to be zero-mean complex-valued white Gaus-
sian noise.

The output of the antenna array is obtained as a lin-
ear combination of the signals received on each antenna
element and can be written as

yn(n) = wzp(n) (4)

where w is a weight vector (M x 1) to be determined.
Observe that we consider a single weight vector for the
whole band B and not a different weight vector for each
hop.

3 Derivation of the CPA method

Before presenting the CPA method, a few remarks are
in order. It is well-known that the optimal solution for
w, i.e. the solution that achieves the maximum signal
to interference and noise ratio (SINR) is given by [3]

wy? = C; an(6a) (5)

where C}, is the interference and noise covariance matrix
on the h-th hop. However, (5) requires a few conditions
that are not met in practice for FH-SS systems. The
solution in (5) requires that measurements free of the
SOI are available, which is likely to be seldom the case
in communication systems. Using the covariance matrix
of the signal and interferences in lieu of C}, in (5) usually
results in a loss of performance. Also, the formulation
in (5) assumes that a different vector is used in each
hop. This results in higher computational complexity.
Finally, (5) assumes that the DOA of the signal of in-
terest is known which is unrealistic in the framework
considered herein.

Therefore, we turn to the derivation of another
method which can handle the problems raised by the
specific framework considered. Our idea is to use the
fact that the signal of interest has a constant power while
that of partial-band interferences varies with time due
to frequency hopping. Therefore, we look for a weight
vector that results in a constant power at the output
of the array. Doing so, the algorithm is likely to place
nulls towards the interferers since only the latter con-
tribute to power variations. Accordingly, the signal of
interest is likely not to be modified since its power is
already constant. To summarize, our approach consists
of finding the weight vector w that minimizes

Q(w) = E{|Py— af*} (6)
where
1 &
P, = E;y}i(n)yh(n) (7)

is the power of the incoming signals during one hop du-



ration T}, and « is a constant. £ {.} stands for statistical
expectation. w is obtained iteratively by applying the
steepest descent method [9] as

w(h+1) = w(h) — pVou(h) (8)
Vo (h) = 2[Py(h) — a] ®(w(h)) (9)

N,
D(w(h) = S n(m)ef (n)w(h)
S n=1

9 s
= — E xp(n)y,(n) (10)
N,

S n=1

where h is an integer-valued variable that specifies the
hop index. p is a constant that controls the convergence
and stability of the CPA. It should be pointed out the
above procedure (8)-(10) results in a computationally
efficient algorithm. Additionally, we stress the fact that
it does not use (or require) any information about the
signal of interest, such as its location.

4 Simulation results

In this section, simulation results are presented to as-
sess the performance of our method. We consider a
8 element array with omni-directionnal antennas. The
inter-element spacing is set to A./2 where \. = ¢/f.
is the wavelength corresponding to f.. In all simula-
tions, a BPSK-modulated signal with differential cod-
ing is transmitted as the desired signal from 6; = 20°.
The received signals are de-hopped and band-limited
by receiver filters, the roll-off filter (roll-off factor 0.5)
and converted to discrete signals with a sampling rate
fs = 2fsym that results in 100 snapshots in each hop.
The hopping sequence is generated randomly with a uni-
form distribution of the instantaneous band in 100 fre-
quency slots. The ratio B/ f. is equal to 0.04. For the
CPA algorithm, the parameters p and « are selected as
0.00095 and 4, respectively. Moreover, the initial weight
w(0) is set to w(0) = [0.1 0 O]T. In all figures,
the output SINR is computed as

1R P,lwf ay(6,)]

Notot 1= 20 Pialw™an(8.0)[2 + Pofw|?

(11)

where P; and P; are the power of the desired signal

and interferers included in the input signal, respectively.

Similarly, P, is the noise power in the output signal.

Note that the output SINR is computed as the average
SINR over the Ny, possible frequency hops.

SINR =

We begin with examining the array beampattern ob-
tained with the CPA method. In a first example, a
wide-band interferer is impinging from 6, = —30° and
occupies 50 % of total bandwidth B, i.e. n = 0.5. The
signal to noise power ratio (S/N) and signal to inter-
ference power ratio (S/I) are set to 10dB and -10dB at
each element, respectively. Both signals are received by

the 8-element linear array so that the maximum output
SINR is 10log;, 8+10 ~ 19dB corresponding to the case
the desired signal is combined among elements while all
interferers are perfectly cancelled over the space and fre-
quency axes. Figure 2 shows the obtained antenna pat-
tern after 1000 iterations of the CPA algorithm under
the environment mentioned above. It is shown that a
peak and a null are directed toward each direction 64
and 6;. The SINR of the output signal is 18.6dB which
is close to the optimum 19dB. This shows that the CPA
has converged to a solution which is nearly optimal.
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Figure 2: Antenna beampattern after 1000 iterations.
(S/N=10dB, S/I=-10dB, 64 = 20°, §,; = —30°).

In a second example, we consider two interferers in-
coming from 6;; = —30° and 0;2 = 50° in addition to
the desired signal from 6; = 20°. S/I; and S/I are
set to -10dB while 71 = 15 = 0.5 where the subscript
¢ = 1,2 corresponds to the ¢-th interferer. It should be
noted that there is no frequency slot without interferer
since the two interferers do not overlap in frequency in
this example. Figure 3 shows the antenna pattern af-
ter 1000 iterations. It can be observed that a peak is
generated at the DOA of the desired signal while two
nulls are generated toward the DOAs of the interferers
even though the whole band is contaminated by the in-
terferers. The SINR of the output signal received by
this antenna pattern is 18.2dB. Again, this is close to
the optimum value.

Figure 4 compares the normalized convergence curves
of the evaluation function Q(w) for the two cases de-
scribed above. Notice that it takes a longer time for the
CPA to converge when there are two interferers than
when there is only one. However, the convergence is
achieved for a rather small number of hops, typically a
few hundreds.

We now study the influence of 1 onto the output
SINR. We consider the case of one desired signal and
one interferer with S/N=10dB, S/I=-10dB. The DOAs
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Figure 3: Antenna beampattern after 1000 itera-
tions.(S/N=10dB, S/I;=S/I,=-10dB, 6; = 20°, 6,1 =
—30°, 0,2 = 50°).
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Figure 4: Convergence curves with one or two interefer-
ences.

of the desired signal and interferer are now generated
randomly in the range [—90° < 64,6, < 90°]. How-
ever the angle difference between 64 and 6; is kept as
14° < |64 — 0;] which corresponds to the main-lobe
beamwidth of an 8-element linear array. For each simu-
lation 100 Monte-Carlo trials [with different 8, and ;]
are run and, for each trial, the SINR is computed ac-
cording to (11) with w obtained after 1000 iterations
of the CPA algorithm. The SINR is then averaged over
the 100 trials. Figure 5 examines the influence of . The
average output SINR is seen to degrade as 7 increases.
This is logical since the bandwidth occupied by the in-
terference increases with 7. Nevertheless, it should be
pointed out that the CPA algorithm succeeds to achieve
an average 17dB SINR for n up to n = 0.9.
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Figure 5: Average output SINR versus 7.

5 Conclusion

In this paper, we have proposed a new method
for partial-band interference cancellation in frequency-
hopping communication systems. The constant power
algorithm consists in maintaining a constant power at
the output of the array. It is a simple method which
does not require any a prior: information except coarse
synchronization of the hop timing of the received signal.
It enables to achieve nearly optimum signal to interfer-
ence and noise ratio.
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