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ABSTRACT

In this paper we focus on the problem of acoustic echo
cancellation and noise reduction for hands-free tele-
phony devices. A standard echo canceller is combined
with a frequency domain post-�lter, which applies a
novel psychoacoustically motivated weighting rule.

The algorithm makes use of the masking threshold of the
human auditory system to achieve a perceived reduction
of noise and residual echo equal to some pre-de�ned lev-
els.

In contrast to conventional methods, the proposed one
preserves the nature of the original background noise
and doesn't introduce any audible artifacts. At the same
time it can attain a very high reduction of the residual
echo.

1 INTRODUCTION

Until some years ago, noise reduction algorithms for
speech signals were in general based upon some form of
spectral subtraction [1, 2]. The drawback of these meth-
ods is that a very unpleasant residual noise in form of
musical tones remains in the processed signal, and that
the speech is distorted. Later proposals [3, 4, 5], di�er-
ing primarily in the way the signal-to-noise ratio (SNR)
is estimated, reduce the amount of musical tones, but
the residual noise still sounds unnatural.

Still in an early stage are speech enhancement meth-

ods relying on psychoacoustical considerations. Most
contributions in this area exploit the masking proper-
ties of the auditory system. In principle, they make use
of various linear or nonlinear weighting rules, which are
adjusted according to the noise masking threshold [6, 7].

For the problem of acoustic echo cancellation, as nec-
essary in hands-free telephony devices, several solutions
are proposed. Common to these is that they in general
never succeed in a complete acoustic echo cancellation
{ there will always be some residual echo left audible in
the output signal.

Studies have been made to combine noise reduction
with a residual echo attenuation algorithm. These algo-
rithms combine a conventional echo compensator with
an adaptive �lter in the sending path, see for example

[8, 9, 10]. Alternatively, the combined task is accom-
plished by a single �lter [11].

Common to both the pure noise reduction algorithms
and those for the combined reduction of noise and resid-
ual echos is that their performance strongly depends on
how well the power spectral densities (PSDs) of the noise
and the residual echo can be estimated. The better the
estimation is, the more natural the residual noise sounds
(with fewer musical tones), the less residual echo is left,
and the lower the distortion of the speech is.

In this paper we will discuss a new approach to speech
enhancement based on psychoacoustics. In contrast to
previous methods, the proposed one does not use the
masking threshold to modify a standard spectral weight-
ing rule, but uses it in a direct manner to calculate the
weighting coe�cients, such that the perceived noise sup-
pression will always be equal to a prede�ned level. The
residual echo is attenuated to be inaudible, i.e. masked
by the near end speech and/or the remaining low-level
background noise.

2 PSYCHOACOUSTICS

Some models to describe the perception of an audio sig-
nal have been developed in the past [12]. Especially, the
known phenomenon of auditory masking has been ex-
ploited successfully in signal processing systems, e.g. in
the �eld of wide-band audio coding [13, 14]. They build
upon the fact that a human listener will not perceive any
additive signal components as long as their power spec-
tral density lies completely below the so called mask-

ing threshold. It must, however, be emphasized that
conclusions about the subjective perception of partially
masked signals can not be easily drawn from the knowl-
edge of the masking threshold alone.

In most situations a complete removal of the noise is
neither necessary nor desirable. In a telephone applica-
tion, for example, a retained low-level natural sounding
background noise will give the far end user a feeling of
the atmosphere at the near end, and also avoids the im-
pression of an interrupted transmission. Consequently,
it is only desired to reduce the noise level by some pre-
de�ned amount. However, in this step the spectral char-



acteristics (i.e. the colour) of the noise shall be pre-
served.

In contrast, no acoustic echo should be left audible in
the processed signal. This does not necessarily impose a
complete cancellation of the echo, as there may also be
speech and noise present at the near end which can mask
some residual echo. The fact that the far end speaker
himself might mask parts of the echo is not considered
here.

3 ALGORITHM

A block diagram of the proposed system for combined
residual echo and noise reduction is illustrated in Fig. 1.
x(k) denotes the signal from the far end speaker, s(k)
the near end speech, and n(k) an additive near end
noise. These are assumed to be mutually statistically
independent. The echo compensator C estimates the
echo d(k) and subtracts it from the microphone sig-
nal y(k), yielding the echo compensated signal e(k) =

s(k)+n(k)+ b(k), where b(k) = d(k)� d̂(k) is the resid-
ual echo. The �lter H , which is implemented in the
frequency domain, performs the subsequent noise and
residual echo attenuation.

In terms of short-time spectral analysis, let S(
i),
N(
i), and B(
i) denote the discrete and complex
Fourier transformations of the speech s(k), the noise
n(k), and the residual echo b(k), respectively, with

i = 2� i

M
; i 2 f0; 1; : : : ;M � 1g. The power spectral

densities (PSD) are denoted with Rs(
i), Rn(
i), and
so on.

The algorithm which we present in this paper, de-
signed to reduce residual echo as well as noise, is an
extension of our noise reduction algorithm described in
[15, 16]. We �rst de�ne a desired residual noise level �n
and a desired residual echo level �b, e.g. �20 and �40
dB, respectively. If only noise n(k) is present in the
microphone signal y(k), then ideally the output signal
should be �nn(k� T ), where T is the algorithmic delay.
Similarly, if only echo d(k) is present, the output should
be �bb(k�T ). Note that �b only refers to the additional
echo reduction performed by the �lter H .

3.1 A Two-Step Approach: First Reducing
Noise and then Echo

The above process can be performed in one or two steps.
For the two-step alternative, the masking threshold of
the near end speech is �rst estimated. This is done
by performing a spectral weighting, reducing both noise
and residual echo [10], and then calculating the mask-
ing threshold RT (
i) for the resulting speech signal es-
timation. In this �rst step the noise component is then
reduced with the method described in [16]. In this way
only the desired amount of noise is left audible. The
rest is either reduced or masked by the near end speech.

In the second step, the residual echo is attenuated
much in the same way as the noise is in the �rst step;
the weighting rule is chosen to attenuate the residual
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Figure 1: Block diagram of the combined
echo cancelling and noise reduction system.

echo such that it is masked by the near end speech and
the desired residual noise.
The disadvantage of this two-step processing is of

course that two spectral weightings and two masking
threshold calculations must be performed. Further,
we found it di�cult to correctly estimate the masking
threshold of the residual noise after the �rst step. The
result was a signal where either the residual noise level

uctuated or the residual echo could still be heard.

3.2 Reducing Noise and Residual Echo Simul-
taneously

The above task can also be performed with a single �l-
ter by precisely de�ning how the attenuation of the noise
and the residual echo should be done. We will now de-
scribe this algorithm in detail.
With the attenuation factors �n and �b as described

above, we can write the desired output signal of the
system as

~S(
i) = S(
i) + �nN(
i) + �bB(
i): (1)

The actual output of the system with the real-valued
weighting coe�cients H(
i) is

Ŝ(
i) = H(
i) (S(
i) +N(
i) +B(
i)) : (2)

The error E(
i) = Ŝ(
i)� ~S(
i) can be expressed as

E(
i) = S(
i)(H(
i)� 1) +N(
i)(H(
i)� �n)

+B(
i)(H(
i)� �b);
(3)

and its PSD as

Re(
i) = Rs(
i)(H(
i)� 1)2 +Rn(
i)(H(
i)� �n)
2

+Rb(
i)(H(
i)� �b)
2:

(4)

The PSD of the error contains three compo-
nents, Res(
i) = Rs(
i)(H(
i) � 1)2, Ren(
i) =
Rn(
i)(H(
i) � �n)

2, and Reb (
i) = Rb(
i)(H(
i) �
�b)

2, which in a non-trivial case cannot be equal to
zero simultaneously. All error components are quadratic
functions of H(
i) and are minimized by choosing
H(
i) to 1, �n or �b, respectively. The total error
will thus be minimized for some Hopt(
i) in the range
min(�n; �b) � Hopt(
i) � 1. With �n = �b = 0 this
Hopt(
i) is equal to the Wiener solution.



With the same argumentation as in [16] our spectral
weighting rule is de�ned by putting the sum of the error
components Ren(
i) and Reb (
i) exactly on the mask-
ing threshold RT (
i) of the near end speech,

Rn(
i)(H(
i)� �n)
2 +Rb(
i)(H(
i)� �b)

2 !
= RT (
i):

(5)

We call the solution of this second order equation
HJND(
i), JND standing for Just Notable Distortion.
Solving it with the constraint H(
i) � 1 we obtain Eq.
(6), found at the bottom of this page. H(
i) must not
be negative if both �n and �b are chosen to zero, so we
choose the "+"-solution.

Looking at the argument of the square root in Eq.
(6) and assuming that Rb(
i) and Rn(
i) are not much
larger than RT (
i), we can see that for �n; �b � 1 the
�rst term is dominating. Eq. (6) then simpli�es to Eq.
(7).

Eq. (7) consists of three terms. The last term is only a
function of the masking threshold of the near end speech
and the power spectral densities of the noise and the
residual echo. The sum of the �rst two terms is the
minimum value of HJND(
i) for the given parameters.

The factors Rn(
i)=(Rn(
i) + Rb(
i)) and
Rb(
i)=(Rn(
i) + Rb(
i)) indicate an adaptive

adjustment of the desired reduction levels. For ex-
ample, if the residual echo is much stronger than the
noise, Rb(
i) � Rn(
i), the �rst term will be very
small, thus e�ectively reducing the minimum value of
H(
i). This will lead to a greater attenuation; the
hearable e�ect is that the residual echo is hidden by
the background noise.

If the noise is much stronger than the residual echo,
i.e. when Rn(
i)� Rb(
i) and no extra attenuation to
reduce the residual echo is necessary, then the middle
term will be comparatively small with �n dominating,
approaching the noise-only solution.

We can thus see that the factors before �n and �b are
key elements to obtain a constant level residual noise.
The speech distortions are not explicitly considered by
the weighting rule, yet the solution reduces them to the
smallest possible value for the speci�ed noise and resid-
ual echo reduction. A greaterHJND(
i) will doubtlessly
reduce the distortions, but at the same time more noise
and/or residual echo will be audible. A smaller weight-
ing factor would lead to a larger distortion without any
perceivable improvement of the noise and residual echo
reduction.

HJND(
i) = min

 
�nRn(
i) + �bRb(
i)�

p
(Rn(
i) +Rb(
i))RT (
i)�Rn(
i)Rb(
i)(�n � �b)2

Rn(
i) +Rb(
i)
; 1

!
(6)

HJND(
i) � min

 
Rn(
i)

Rn(
i) +Rb(
i)
�n +

Rb(
i)

Rn(
i) +Rb(
i)
�b +

s
RT (
i)

Rn(
i) +Rb(
i)
; 1

!
(7)
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Figure 2: Block diagram of the arrange-
ment of the noise and residual echo reduction
�lter.

4 SIMULATIONS

4.1 Implementation

Simulations were performed with the combined sys-
tem in Fig. 1 for a car environment. We used an
echo canceller C consisting of an FIR �lter of order
200 adapted using the NLMS-algorithm. The �nite
loudspeaker-room-microphone impulse response had a
length of about twice the one of C. The near end speech
power was equal to the power of the echo. The sampling
frequency was 8 kHz.
Fig. 2 shows an arrangement of the �lter H . The

spectral analysis/synthesis is based on the overlap-and-

add method, using FFT/IFFT of length 512, data frame
length 256, decimation ratio 128, and a Hamming win-
dow function for input signal weighting. An estima-
tion of the near end speech is �rst performed with the
spectral weighting method described in [10]. Then the
masking threshold RT (
i) is calculated using a mixture
of the Johnston and the ISO models [13, 14].

4.2 Results

We compare the new weighting rule Eq. (7), simply
called HJND, with the MMSE LSA [4], and thereby con-
sider four instrumental measures:
� ERLEC (the Echo Return Loss Enhancement
achieved by the echo canceller alone),

� ERLECH (the total ERLE),
� NA (the attenuation of the noise n(k)),
� SA (the attenuation of the near end speech s(k)).

Mean values of the simulation results are plotted in
Fig. 3 for di�erent input SNR, de�ned as the segmen-
tal SNR between the near end speech and the noise.
The ERLECH is a few decibel higher for HJND than for
MMSE LSA, whereas the noise attenuation is almost
identical for both methods.



−10 0 10 20
0

5

10

15

20

25

30

35

SNR [dB]

[d
B

] ERLE
C

ERLE
CH

NA

SA

Figure 3: ERLEC, ERLECH, SA, and NA
(see text) as a function of input SNR for
HJND (�) and MMSE LSA (�).

As far as the attenuation SA of the near end speech
is concerned, especially for HJND it gets larger as the
noise level increases. However, looking at the di�erence
NA - SA, the e�ective noise reduction for HJND remains
almost constant. Should only the near end speaker be
active, the system acts as a dedicated noise reduction
system, whose performance is described in [16].

When only the far end speaker is active, the ERLECH
for HJND(
i) is about 40 to 55 dB, depending on back-
ground noise levels. This is 5 to 10 dB higher than for
MMSE LSA. The noise attenuation is then between 15
and 20 dB for both algorithms.

It was found from informal listening tests that the
HJND method retains the natural character of the near
end speech, whereas MMSE LSA makes the speech
sound somewhat arti�cial at low SNR. On the other
hand, we also studied several instrumental measures
(segmental SNR, cepstral distance, and basilar distance)
for determining the distortion of the near end speech
caused by the residual echo and noise reduction. No
signi�cant di�erence was found between the HJND and
MMSE LSA methods, except at very low SNR, where
the higher speech attenuation of HJND was re
ected in
somewhat worse �gures.

However, the audible impression of the low level back-
ground noise comprises the most important di�erence
between the two methods. Although the MMSE LSA
method produces few artifacts in form of musical tones,
the residual noise de�nitely sounds di�erent from the
original one. The new HJND weighting rule fully re-
tains the spectral character of the noise { it sounds very
much like the original noise but at a much lower level
and no artifacts are audible.

5 CONCLUSIONS

The algorithm discussed in this paper e�ciently reduces
the background noise and residual echo by utilizing the
psychoacoustic properties of the human ear. Thereby
it preserves the characteristics of the noise and avoids
annoying artifacts such as musical tones.

Although the standard echo canceller only attenuates
the echo with some 10 to 20 dB, the overall echo attenu-
ation will be 40 to 55 dB, depending on the background
noise level. This is signi�cantly higher than for previous,
non-psychoacoustic methods, and is deemed su�ciently
high.
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