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ABSTRACT

The S-method based time-frequency analysis is pre-
sented. In the case of multicomponent signals, it can
produce a sum of the pseudo Wigner distributions of
each signal component separately. The only condition
is that the spectrogram is cross-terms free. The realiza-
tion is based on the short-time Fourier transform, for
which well studied software methods and hardware sys-
tems exist, what makes this method attractive for appli-
cations and implementations in time-frequency analysis,
including higher-order distributions.

1 INTRODUCTION AND REVIEW

Short-time Fourier transform is the oldest and most
widely used tool for time-frequency analysis, [1, 2, 3,
4, 5]. In order to overcome some drawbacks of this
transform, various quadratic representations (distribu-
tions) have been used, [3, 5]. The most prominent
member of these distributions is the Wigner distribu-
tion. It produces the best auto-term concentration, but
its disadvantage lies in very exhibited cross-term e�ects,
[3, 5, 6]. That was the reason why many reduced inter-
ference distributions (RID) have been de�ned, [7]; the
S-method is one of the recently de�ned ones. It is de-
rived from the relation between the short-time Fourier
transform and the pseudo Wigner distribution [8], and
described in detail in [9, 10, 11, 12, 14, 16, 17, 22].
Multidimensional generalization of the S-method is pre-
sented in [13]. The S-method may be e�ciently used in
implementations of the time-scale distributions [9, 18],
polynomial Wigner-Ville distributions [20, 17] and lo-
cal polynomial distributions [21]. The fact that it uses,
as a basic step, the short-time Fourier transform, for
which the well studied software methods and hardware
systems exist, makes the S-method attractive for appli-
cations and implementations in time-frequency analy-
sis. In contrast to the other reduced interference dis-
tributions which are usually derived from the condition
that the marginal properties are preserved (what inher-
ently leads to the auto-term degradation, with respect
to the Wigner distribution, [6, 12]), the S-method is de-
rived with the goal to preserve the same auto-terms as
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in the Wigner distribution, avoiding cross-terms. Af-
ter a short review of the basic relations, we will provide
some new theoretical considerations concerning the sig-
nal dependent form of the S-method, Sec.2, along with
its generalizations to the higher order forms. This form
may further signi�cantly improve the S-method proper-
ties (auto-terms concentration, cross-terms elimination,
noise in
uence...), without sacri�cing the implementa-
tion simplicity, Sec.3.
A de�nition of the short-time Fourier transform is

STFT (t; !) =

Z
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while the Wigner distribution, in its pseudo form, is
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Relationship between (1) and (2), as derived in [8], is

WD(t; !) =

Z

�

STFT (t; !+�)STFT �(t; !��)
d�

�
: (3)

This relation has led to the S-method, an e�cient tool
for time-frequency analysis, [8, 9, 10, 11, 12, 16, 17, 22]:

SM (t; !) =

Z

�

P (�)STFT (t; ! + �)STFT �(t; ! � �)
d�

�
:

(4)
where P (�) is a �nite frequency domain window (we
also assume rectangular), P (�) = 0, for j�j > LP . Ker-
nel function in (�; � ) domain of the S-method is given
by c(�; � ) = P (�=2)��Aww(�; � )=2�, where Aww(�; � ) is
the ambiguity function of w(� ). It is generally a non-
separable function, meaning that the S-method does not
belong to the class of distributions commonly referred to
as the smoothed pseudo Wigner distributions. A com-
parison of the S-method with other distributions from
the Cohen class [3, 5], with respect to the auto-term rep-
resentation, may be found in [12]. The S-method, given
by (4), may produce the representation of a multicom-
ponent signal such that the distribution of each com-
ponent is its Wigner distribution, avoiding cross-terms.



Here, we will introduce a signal dependent form of the
S-method and provide its mathematical treatment.

2 THEORY

Theorem: Consider signal f(t) =
PM

i=1 fi(t), where
fi(t) are monocomponent signals. Assume that the
short-time Fourier transform of each component lies
inside1 the region Di(t; !), i = 1; 2; :::;M . Denote the
length of i� th region along !, for a given t, by 2Wi(t),
and its central frequency by !0i(t). The S-method of
f(t) produces a sum of the pseudo Wigner distributions
WDi(t; !), i = 1; 2; :::;M , of each signal's component
separately:

SM (t; !) =

MX
i=1

WDi(t; !); (5)

if the regions Di(t; !), i = 1; 2; :::;M , do not overlap
(Di(t; !) \ Dj(t; !) = ; for i 6= j) and the width of
rectangular window P (�), for a point (t; !), is de�ned
by:

LP (t; !) = Wi(t) � j! � !0i(t)j (6)

for (t; !) 2 Di(t; !); i = 1; 2; :::;M and 0 elsewhere.
Signal dependent form of the S-method reads:

SM (t; !) =R
�

P(t;!)(�)STFT (t; ! + �)STFT �(t; ! � �)d�
�
: (7)

Proof: Consider a point (t; !), inside a region Di(t; !)
such that Di(t; !) \ Dj(t; !) = ; for i 6= j ( mean-
ing cross-terms free spectrogram). The integration in-
terval in (3), for the i � th signal component is sym-
metrical with respect to � = 0. It is de�ned by the
smallest absolute value of � for which ! + � or ! � �
falls outside Di(t; !), i.e., j! + � � !0i(t)j � Wi(t) or
j! � � � !0i(t)j � Wi(t). For ! > !0i(t) and positive �,
the integration limit is reached �rst in j! + � � !0i(t)j �
Wi(t) for � = Wi(t) � (! � !0i(t)). For ! < !0i(t) and
positive �, the limit is reached �rst in j! � � � !0i(t)j �
Wi(t) for � = Wi(t)�(!0i(t)�!). Thus, having in mind
the interval symmetry, integration limit which produces
value of integral (7) the same as value of (3), over region
Di(t; !), is given by (6). Therefore, for (t; !) 2 Di(t; !)
we have SM (t; !) = WDi(t; !). Since LP (t; !) = 0 for
(t; !) =2 Di(t; !), i = 1; 2; :::;M , relation (5) follows.

Note 1: Real M -component signals may be consid-
ered as 2M -component complex signals with each region
Di(t; !) being associated with Di+M (t;�!).

Note 2: The width de�ned by (6) is the minimal width
which can achieve concentration as in the Wigner dis-
tribution, meaning that it is optimal with respect to the
noise in
uence, cross-terms elimination, and the number
of operations in numerical realizations.

Corollary 1: Any window P (�) with constant

width LP �max
!;t

fLP (!; t)g produces SM (t; !) =

1"Inside" means that the borders of Di(t; !) are not included.

MP
i=1

WDi(t; !), if the regions Di(t; !), i = 1; 2; ::;M ,

are at least 2LP apart along the frequency axis, i.e.,
j!0i(t)� !0j(t)j > Wi(t) + Wj(t) + 2LP , for each
i, j and t, (S-method with constant window width,
[9, 10, 11, 13]).

Corollary 2: The S-method of signal f(t), de�ned in

the Theorem, lies inside the regions D
(s)
i (t; !) for which

D
(s)
i (t; !) � Di(t; !), i = 1; 2; :::;M holds.

3 HIGHER ORDER FORMS

In order to improve some properties of the signal's time-
frequency representation, various higher order distribu-
tions have been introduced. From the practical point of
view, of special interest are those which may be reduced
to the two dimensional time-frequency plane (either by
slicing or projections, [19]). One of these distributions
is the L-Wigner distribution, [9, 10, 11, 19, 22]. The
L� th order L-Wigner distribution, in its pseudo form,
is given by:

LWDL(t; !) =

Z

�

wL(� )f
L(t+

�

2L
)fL�(t�

�

2L
)e�j!�d�:

(8)
It may be expressed in terms of its L=2 � th order, as
[9, 10, 11, 22]:

LWDL(t; !) =

Z

�

LWDL=2(t; !+�)LWDL=2(t; !��)
d�

�
:

(9)

Corollary 3: The L-Wigner distribution of signal f(t),
de�ned in the Theorem, realized recursively according to

LWDL(t; !) =R
�

P(t;!)(�)LWDL=2(t; ! + �)LWDL=2(t; ! � �)d�
�
;

(10)
with the rectangular window P(t;!)(�) whose width is de-
�ned by (6), is equal to the sum of the L-Wigner dis-
tributions of each component separately

LWDL(t; !) =

MX
i=1

LWDL;i(t; !); (11)

where LWDL;i(t; !) is the L-Wigner distribution of sig-
nal's i� th component.
Proof: Based on Corollary 2, the S-method, as well as
any other L-Wigner distribution with L > 1, realized

according to (10), lies inside the regions D
(L)
i (t; !) �

Di(t; !), i = 1; 2; :::;M . If Di(t; !) do not overlap then

D
(L)
i (t; !) also do not overlap and (11) easily follows

from the Theorem.

Note 3: Once we have obtained cross-term free L-
Wigner distribution of the second order and cross-terms
free pseudo Wigner distribution, we may easily realize
the cross-terms free fourth order polynomial Wigner-
Ville distribution, [20, 19, 17].



4 ALIASING EFFECTS

Corollary 4: Consider sampled signal f(t) in its
analog notation, fs(t) =

P
1

n=�1 Tf(nT )�(t � nT ).
Assume that the short-time Fourier transform of sig-
nal f(t) lies inside region D(t; !). Since the short-
time Fourier transform of fs(t) lies inside Ds(t; !) =S
1

k=�1D(t; ! + 2k�=T ), it may be formally consid-
ered as a multicomponent signal. Therefore, accord-
ing to the Theorem, the S-method is equal to the sig-
nal's pseudo Wigner distribution, inside the basic period
�=T <! � �=T :

SM (nT; !) = WD(nT; !);

under the condition D(t; !+2i�=T )\D(t; !+2j�=T ) =
; for i 6= j, (i.e., the short-time Fourier transform
is alias free), and the width of P(t;!)(�) is de�ned as
in (6).

Note 4: This holds in the case of a sampled multi-
component signal, as well. The proof is evident with

D(t; !) =
MS
i=1

Di(t; !).

5 PRACTICAL HINTS

Numerical realization of the S-method (7) is very simple,
according to:

SM (n; k) = SPEC(n; k)+

2
LP (n;k)P
i=1

Real[STFT (n; k+ i)STFT �(n; k � i)]

(12)
There are two possibilities to implement this summa-
tion:
1) With a signal independent LP (n; k) = LP : This

way is very simple, and from our experience very e�-
cient. Theoretically, in order to get the pseudo Wigner
distribution for each component, the length LP should
be such that 2LP is equal to the width of the widest
auto term. This will guaranty cross-terms free distribu-
tion for all components which are at least 2LP samples
apart. For components and time instants where this
condition is not satis�ed, the cross-terms will appear,
but still in a reduced form. In practice this means tak-
ing only a few samples, for example LP = 1; 2; or 3, what
will signi�cantly improve the time-frequency representa-
tion and will not introduce the cross-terms, except in a
reduced form for very close components.
2) With a signal dependent LP (n; k) where the sum-

mation, for each point (n; k), lasts until zero value of
STFT (n; k + i) or STFT (n; k � i) is detected (prac-
tically, that means a value of STFT (n; k + i) or
STFT (n; k � i) smaller than a reference value R). If
zero value may be expected within a single auto-terms,
then the summation lasts until two subsequent zero val-
ues of STFT (n; k + i) or STFT (n; k � i) are detected.
Here, we will propose two ways for determining the ref-
erence value R. One is based on the a priori knowl-
edge about the signal and its STFT range. This is es-

pecially applicable in the cases when the signal is ob-
tained as output of an A/D converter, and used in the
�xed-point hardware implementations of time-frequency
algorithms. In this case the signal must be within a
priori prescribed range in order to optimally use the
available converter and hardware registers. Here, the
determination of reference level is possible on the a pri-
ori basis, as a few percents of the maximal expected
spectrogram's value. If the a priori knowledge about
the signal's spectrogram range is not reliable, then the
reference level may be de�ned as a few percents of the
spectrogram's maximal value at a considered instant n,
Rn =max

k
fSPEC(n; k)g=Q2. Both of these approaches

may be easily implemented, even in real time or in the
VLSI forms. For numerical examples and speci�c imple-
mentations see [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 23].
Here we presented the S-method based time-frequency
analysis of a three-component signal, Figure 1. The
higher order distributions are realized using compo-
nents amplitude normalization [15, 23]. In hardware
implementations, as well as in the cases when signal
components partially overlap, we found as very con-
venient the application of the frequency domain win-
dow with prede�ned maximal allowable width, i.e., if
LP (n; k) � LP max, then LP (n; k) = LP max. This does
not signi�cantly degrade the auto-terms concentration,
and at the same time helps in the realization, and in the
cross-terms reduction (when two components partially
overlap).

6 CONCLUSION

An analysis of the S-method, which may in the case
of multicomponent signals produce a sum of the Wigner
distributions of each component separately, is presented.
The theory is extended to the cross-terms free higher
order distribution realizations.
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