
ASYNCHRONOUS TIMING MODEL FOR HIGH-LEVEL

SYNTHESIS OF DSP APPLICATIONS

Okito DEDOU - Daniel CHILLET - Olivier SENTIEYS

LASTI - ENSSAT - Universit�e de Rennes I,

6 rue de K�erampont,

BP 447, 22305 Lannion, France,

Tel: +33 2-96-46-50-30; fax: +33 2-96-46-66-75

e-mail: dedou@enssat.fr

ABSTRACT

In an asynchronous system, initiation and completion of
operations are events that can occur at any instant and
the operations have delays which are data dependent.
Thus if an asynchronous timing model is considered,
we can provide scheduling, resource-allocation strategy.
Since one of the principal feature of the asynchronous
systems is to exhibit average computation time, it will
be interesting to use it as a timing model. In this pa-
per we present a statistical approach to derive the aver-
age computation time of asynchronous components, �rst
step toward High Level Synthesis. This method allows
to reduce the critical path which in the case of a real-
time application will be an excellent issue to reduce the
number of operators.

1 INTRODUCTION

Since a few years, there has been a revival of interest
in asynchronous system design. This is due to the fact
that, it has been presented as an alternative to the syn-
chronous systems. They can be loosely viewed as sys-
tems with no global clock. Thus by eliminating the
global clock, asynchronous systems avoid the problem
of clock-skew and would provide faster and less power
consuming solution [1].
In the previous work, we will see that the di�erent meth-
ods proposed to design asynchronous systems do not
deal with High-level synthesis issues such as scheduling,
resource-allocation etc. which will have a signi�cant
impact on the performance and area on the �nal im-
plementation. With no clock-controlled time step, i.e.,
the scheduling problem in an asynchronous system can
not be viewed as a partitioning of operations into steps
as in synchronous systems [2]. In an asynchronous sys-
tem, operations have delays which are data-dependent
and time is considered as a continuous variable. There-
fore, we have to consider a new timing model to �nd a
scheduling strategy. Since one of the principal feature
of the asynchronous system is to exhibit average com-
putation time, it will be interesting to use it as a timing
model.
For this purpose, it is necessary to built a library of

components including parameters such as average com-
putation time or delay as function of the inputs or even
a probability distribution of the delay. This can provide
an improvement of the simulators.
This paper presents a statistical methodology to es-
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timate the average computation time of operators such
as adder, substractor or multiplier. The paper is orga-
nized as follows. Section 2 reviews related work on the
asynchronous systems design. Section 3 presents our
methodology based on statistical assumptions to derive
the average computation time of asynchronous compo-
nents. Results and conclusions are presented in section
4.

2 PREVIOUS WORKS

Recent works in asynchronous synthesis can be roughly
classi�ed into two categories. The �rst approach is anal-
ogous to the logic synthesis in the synchronous systems
terminology. These methods are based on the manipu-
lation of formal speci�cations such as signal transition
graphs (STG)and Petri nets. In [3], [4], [5] several al-
gorithms have been proposed for the synthesis of asyn-
chronous circuits from behavior description using signal
transition graph (STG). An STG is a form of interpreted
Petri nets where the transitions in the nets are inter-



preted as transition of signals in the control circuits.

The second category focuses on the synthesis of asyn-
chronous systems by the interconnection of pre-de�ned
asynchronous modules. These methods attempt to com-
pile behavioral descriptions in a high-level language like
CSP and deriving a structural netlist in terms of asyn-
chronous blocks [6]. In [7], an integrated design environ-
ment called SHILPA for the speci�cation, simulation,
analysis and synthesis of self-timed asynchronous cir-
cuits has been presented. Others methods proposed to
use TANGRAM (language for concurrent systems spec-
i�cation) for the behavioral speci�cation [8].
Unfortunately, these methods do not deal with High-
level synthesis issues such as scheduling, resource-
allocation. To our knowledge, despite the two algo-
rithms presented in [9], there is a lack of research in
the area of asynchronous-system behavioral synthesis.

As discussed above, our main goal is to provide a
method which deals with the problem of scheduling, and
resource-allocation by considering an asynchronous tim-
ing model as shown in �gure 1. In this order of idea, we
have to de�ne a method to calculate the average com-
putation time of the di�erent components of the library.
Until now, the research to derive the average compu-
tation time of an operator has been mainly focused on
the ripple carry adder [10]. It is due to the fact that
the computation time of such an adder depends on the
critical carry propagation chain. It is known that the
sum of two bits can produce a valid carry value inde-
pendently on the preceding carry if either the two bits
are both 1 or both 0. Thus, assuming statistical dis-
tribution of the operand, the probability for the sum
of two bits to produce an anticipate (generate) carry is
p = 1

2 , [11]. Therefore, we have to determine the longest
critical chain of the carry propagation path to �nd the
addition time of two operands. This idea has been used
in [12] for the estimation of the energy consumption av-
erage in a ripple carry adder.
By considering two numbers of N bits, we de�ne a vec-
tor of N-1 bits which is obtained in the following way.
If the carry Ci is known in advance then put the value 1
at Pi in the vector else put the value 0. Finally, the av-
erage addition time for a ripple carry adder is obtained
by using the following expression.

E = 1 +
1

2N�1
�

jX

i=0

U (i) (1)

where j = 2N�1�1 and U (i) is the length of the longest
string of 0s in the expression of P . More details can be
found in [10],[13].

3 CONTRIBUTION

As it can be seen, the method shown above is restricted
to the ripple carry adder. Here, we present a statistical

N bits 16 32 64 96
E-1 3.24 4.29 5.31 5.9

Average (ns) 4.92 6.191 7.43 8.14

Table 1: Results obtained with probabilistic method for
a ripple carry adder

methodology to derive the average computation time of
the asynchronous components. The idea is to provide a
method which can be applied to all the components of
the library. Notice that, those components have been
described in the dual-rail technique, in which a value
x is encoded as pair (x.t, x.f) [14] (see table 2). In
addition to this, a third code word is used to represent
the invalid value. Thus , the completion signal is valid
when the output is valid, and invalid when the output
is invalid (�gure 2). They have been written in RTL
VHDL and synthesized using the AVANT! CAD tools
(formerly COMPASS).

Value x encoded value
0 (0,1)
1 (1,0)

invalid (0,0)

Table 2: Dual-rail encoded
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Figure 2: Architectural model of the component

In the case of an adder, S can be obtained simply
using the relation: S = A + B + 1. Since we have:
�A = A+ 1.
The goal of the methodology presented, is to derive the
average computation time of an operator with a certain
con�dence level by simulating the operator with a serie
of samples since it is data dependent. This technique
has been already used in [15] to estimate power dissi-
pation in operators synthesized by Logic Synthesis tool.
Statistical methodology has been used also in [16] for
power estimation in sequential circuits.

To ensure the correctness of the results, each simula-
tion is done with �les containing input vectors chosen
at random. First of all, we have to choose the number



of simulation n, i:e the number of observations, which
will guarantee the satisfaction of the good value of the
average. According to the Central Theorem, for a nor-
mal law, a good approximation of the average can be
obtained if the number of samples and the number of
simulations are both great enough [17]. In practice, this
theorem can be applied when the number of simulations
exceeds thirty.
In our case, the number of observations is less than

thirty. Therefore we have to use the Student distri-
bution [17]. Assuming that the average computation
time obeys to the reduced central normal law, we can
derive the theoretical average computation time by us-
ing the average given by the di�erent samples. We show
in �gure 3 that for a ripple carry adder, the convergence
of the average delay is quickly obtained for sample of
1000 data. The result is similar in comparison to the
theoretical average delay which can be calculate with
the formula 1 (see table 2). More accuracy can be ob-
tained on the average estimation by deriving an interval
which will contain the theoretical average computation
time with a certain con�dence level equal to 100*(1-�)%.
Under the Student distribution, the bounds of this in-
terval can be found by using the following expression:

jT � Tmoy j
Tmoy

<
t�=2ST

Tmoy

p
N

where:

� Tmoy represents the average of the sample.

� N the number of simulation done.

� t�=2 is a t distribution with N�1 degree of freedom.

� ST the variance calculated with the following equa-
tion.

S2
T =

P
N

i=1(Ti � Tmoy)2

N � 1

First of all, we apply the method to a simple ripple
carry adder without taking into account the completion
signal. Table 3 presents the results of the average of
computation time for the ripple carry adder (for 16 and
32 bits) described in ES2 0.7�mCMOS technology. The
column labeled Error shows the relative error made to
determine the interval which will contain the theoretical
estimation with regard to the estimation given by the
method for the average. In comparison to the result of
the probabilistic method (table 2), there are a certain
convergence. In the case of a simple multiplier, the aver-
age computation time is about 39.16 ns instead of 62.32
ns which is the worst-case delay.
The main contribution of this methodology is that, it

can be applied not only to the ripple carry adder but
also to all the components contained in our library. As
proposed in [18], we can decompose the computation
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Figure 3: Simulation for a 16 bits ripple carry adder

time of an asynchronous component with the following
expression where � is a function depending on the data
(� < 1, in the case of synchronous component � = 1),
and Tsync a constant.

Tct = � � Tworst�case + Tsync (2)

If we consider the equation 2, we can demonstrate that
the computation time for an asynchronous component
is better than his synchronous counterpart. In term of
speed, asynchronous systems is a good opportunities for
real-time systems. In table 4 we present the results ob-
tained for an asynchronous adder described in VHDL
synthesizer with the AVANT! CAD tool using a sample
of 2000 data and also the di�erent bounds obtained for
di�erent levels of con�dence, in other words the interval
which will contain the theoretical average computation
time for the component. Figure 4 shows that the compu-
tation time of asynchronous component can be adjusted
to a known probability law.
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Figure 4: Computation time histogram

4 CONCLUSIONS

In this paper, we have presented a statistical method-
ology to derive the average computation time of asyn-
chronous components. For a fully asynchronous version
of a ripple carry adder (see �gure 2), with a 16 bits



N=16 bits

average (ns) variance standard deviation Tcc (ns)
5.108 0.014 0.122 18.5

1 - � min (ns) max (ns) error %
90 % 4.991 5.224 4.56
95 % 4.956 5.260 5.95
99 % 4.856 5.360 9.86

N=32 bits

average (ns) variance standard deviation Tcc
6.247 9:94:10�4 0.031 33.98

1 - � min (ns) max (ns) error %
90 % 6.217 6.277 0.96
95 % 6.208 6.286 1.25
99 % 6.182 6.312 2.07

Table 3: Average computation time results for RCA (16
and 32 bit) with statistical method

format, the result is approximatively about 8.6 ns. In
comparison to a synchronous version where the critical
path is equal to 18.5 ns (for a ES2 0.7�mCMOS technol-
ogy), we have a considerable improvement. Considering
for instance, regular asynchronous Digital Signal Pro-
cessing algorithms (e.g. adaptive �ltering, FFT, speech
coder, etc.), the gain in term of speed can go up to 46 %,
in comparison with a synchronous version of the same
algorithms. However, asynchronous components lead to
an increased area in the same proportion, but, to reach
an equivalent speed, the synchronous version will use
more components.
This is an important step toward high level synthesis

for asynchronous systems.
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